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Abst r act

Thi s docunent proposes an informal managenent nodel of Differentiated
Services (Diffserv) routers for use in their managenent and
configuration. This nodel defines functional datapath el ements
(e.g., classifiers, neters, actions, marking, absol ute dropping,
counting, multiplexing), algorithnic droppers, queues and schedul ers.
It describes possible configuration paraneters for these el enents and
how t hey m ght be interconnected to realize the range of traffic
condi ti oning and per-hop behavior (PHB) functionalities described in
the Diffserv Architecture.
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1. Introduction

Differentiated Services (Diffserv) [DSARCH is a set of technol ogies
whi ch all ow network service providers to offer services with

di fferent kinds of network quality-of-service (QS) objectives to
different custoners and their traffic streans. This docunment uses
term nol ogy defined in [ DSARCH and [ NEWTERMS] (sone of these
definitions are included here in Section 2 for conpl eteness).

The premise of Diffserv networks is that routers within the core of
the network handl e packets in different traffic streans by forwarding
them using different per-hop behaviors (PHBs). The PHB to be applied
is indicated by a Diffserv codepoint (DSCP) in the |IP header of each
packet [DSFIELD]. The DSCP narkings are applied either by a trusted
upstream node, e.g., a custoner, or by the edge routers on entry to
the Diffserv network

The advantage of such a schene is that many traffic streans can be
aggregated to one of a small nunber of behavi or aggregates (BA),

whi ch are each forwarded using the sane PHB at the router, thereby
sinplifying the processing and associ ated storage. |In addition
there is no signaling other than what is carried in the DSCP of each
packet, and no other related processing that is required in the core
of the Diffserv network since QS is invoked on a packet-by-packet
basi s.

The Diffserv architecture enables a variety of possible services

whi ch could be deployed in a network. These services are reflected
to custoners at the edges of the Diffserv network in the formof a
Service Level Specification (SLS - see [NEWIERVS]). \Whilst further
di scussi on of such services is outside the scope of this docunent
(see [PDBDEF]), the ability to provide these services depends on the
availability of cohesive nanagenent and configuration tools that can
be used to provision and nonitor a set of Diffserv routers in a
coordi nated manner. To facilitate the devel opnent of such
configuration and nmanagenent tools it is helpful to define a
conceptual nodel of a Diffserv router that abstracts away

i mpl ementation details of particular Diffserv routers fromthe
paraneters of interest for configuration and managenent. The purpose
of this docunent is to define such a nodel

The basic forwarding functionality of a Diffserv router is defined in
other specifications; e.g., [DSARCH, DSFlIELD, AF-PHB, EF-PHB].

This docunent is not intended in any way to constrain or to dictate
the inplenmentation alternatives of Diffserv routers. It is expected
that router inplementers will denonstrate a great deal of variability
in their inplenmentations. To the extent that inplenenters are able
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to nodel their inplenentations using the abstractions described in
t hi s docunent, configuration and nanagenent tools will nore readily
be able to configure and manage networks incorporating Diffserv
routers of assorted origins.

This nodel is intended to be abstract and capable of representing the
configuration paraneters inportant to Diffserv functionality for a
variety of specific router inplementations. It is not intended as a
gui de to systeminplenentation nor as a fornmal nodeling description
This nmodel serves as the rationale for the design of an SNVvP M B
[DSM B] and for other configuration interfaces (e.g., other policy-
managenent protocols) and, possibly, nore detailed fornal nodels
(e.g., [QOSDEVMOD]): these should all be consistent with this nodel

0 Section 3 starts by describing the basic high-1evel blocks of a
Diffserv router. It explains the concepts used in the nodel
i ncludi ng the hierarchical managenent nodel for these bl ocks which
uses lowlevel functional datapath el enents such as Cassifiers,
Actions, Queues.

0 Section 4 describes Classifier elenents.

0 Section 5 discusses Meter el enents.

0 Section 6 discusses Action el enents.

0 Section 7 discusses the basic queuing elements of Algorithmc
Dr oppers, Queues, and Schedul ers and their functional behaviors
(e.g., traffic shaping).

0 Section 8 shows how the | owlevel elements can be conbined to
build nmodul es called Traffic Conditioning Bl ocks (TCBs) which are
useful for nmanagenment purposes.

0 Section 9 discusses security concerns.

0 Appendix A contains a brief discussion of the token bucket and
| eaky bucket algorithms used in this nodel and some of the
practical effects of the use of token buckets within the Diffserv
architecture

2. dossary
Thi s docunent uses terninology which is defined in [ DSARCH . There

is also current work-in-progress on this ternminology in the |IETF and
some of the definitions provided here are taken fromthat work. Some
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of the terms fromthese other references are defined again here in

order to provide additiona

detail, along with some new terns

specific to this docunent.

Absol ut e
Dr opper

Al gorithmc
Dr opper

Cl assifier

Count er

Dat apat h

Filter

Functi ona
Dat apat h
El enent

Mul ti pl exer
(Mux)

Mul ti pl exor
(Mux)

Bernet, et. al.

A functional datapath el ement which sinmply discards al
packets arriving at its input.

A functional datapath el ement which selectively

di scards packets that arrive at its input, based on a
discarding algorithm It has one data input and one
out put .

A functional datapath el enent which consists of filters
that sel ect matching and non-mat chi ng packets. Based
on this selection, packets are forwarded al ong the
appropriate datapath within the router. A classifier,
therefore, splits a single incomng traffic streaminto
mul ti pl e outgoi ng streans.

A functional datapath el ement which updates a packet
counter and al so an octet counter for every
packet that passes through it.

A conceptual path taken by packets with particul ar
characteristics through a Diffserv router. Decisions
as to the path taken by a packet are made by functiona
dat apath el enents such as O assifiers and Meters.

A set of wildcard, prefix, nmasked, range and/or exact
mat ch conditions on the content of a packet’'s
headers or other data, and/or on inplicit or derived
attributes associated with the packet. A filter is
said to match only if each condition is satisfied.

A basic building block of the conceptual router
Typical elenents are Uassifiers, Meters, Actions,
Al gorithm c Droppers, Queues and Schedul ers.

A mul ti pl exor.
A functional datapath elenent that nmerges nultiple

traffic streans (datapaths) into a single traffic
stream (dat apat h).
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Non- wor k-
conservi ng

Pol i ci ng

Queui ng
Bl ock

Schedul i ng
al gorithm

Servi ce- Level
Speci fication
(SLS)

Shapi ng

Traffic
Condi ti oni ng
Bl ock (TCB)

Traffic
Condi ti oni ng
Speci fication
(TCS)
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A property of a scheduling algorithmsuch that it
servi ces packets no sooner than a schedul ed departure
time, even if this neans |eaving packets queued

while the output (e.g., a network link or connection
to the next elenent) is idle.

The process of conparing the arrival of data packets
agai nst a tenporal profile and forwarding, delaying
or dropping themso as to nake the output stream
conformant to the profile.

A conbi nation of functional datapath el enents

that nodul ates the transm ssion of packets bel ongi ng
to a traffic streanms and deternines their

ordering, possibly storing themtenporarily or

di scardi ng t hem

An al gorithm which determ nes which queue of a set
of queues to service next. This nay be based on the
relative priority of the queues, on a weighted fair
bandwi dth sharing policy or some other policy. Such
an algorithm may be either work-conserving or non-
wor k- conser vi ng.

A set of paraneters and their val ues which together
define the treatnment offered to a traffic streamby a
D ffserv donain.

The process of del aying packets within a traffic stream
to cause it to conformto sone defined tenpora

profile. Shaping can be inplenented using a queue
serviced by a non-work-conserving scheduling al gorithm

A logical datapath entity consisting of a nunmber of
functional datapath elenments interconnected in

such a way as to performa specific set of traffic
conditioning functions on an inconing traffic stream
A TCB can be thought of as an entity with one

i nput and one or nore outputs and a set of contro
par anmeters

A set of paraneters and their val ues which together

specify a set of classifier rules and a traffic
profile. A TCSis an integral element of a SLS.
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Wor k- A property of a scheduling algorithmsuch that it
conservi ng services a packet, if one is available, at every
transm ssion opportunity.

3. Conceptual Mode

This section introduces a block diagramof a Diffserv router and
descri bes the various conponents illustrated in Figure 1. Note that
a Diffserv core router is likely to require only a subset of these
components: the nodel presented here is intended to cover the case of
both Diffserv edge and core routers.

3.1. Conponents of a Diffserv Router
The conceptual nodel includes abstract definitions for the follow ng:
o Traffic Classification elenents.
o Metering functions.

0o Actions of Mrking, Absolute Dropping, Counting, and
Mul ti pl exi ng.

0 Queuing elenents, including capabilities of algorithnic
droppi ng and schedul i ng.

0 Certain conbinations of the above functional datapath elements
i nto higher-1evel blocks known as Traffic Conditioning Bl ocks
(TCBs).

The conponents and conbi nati ons of conponents described in this
document form building bl ocks that need to be nanageable by Diffserv
configurati on and managenment tools. One of the goals of this
docunent is to show how a nodel of a Diffserv device can be built
usi ng these conponent blocks. This nodel is in the formof a
connected directed acyclic graph (DAG of functional datapath

el ements that describes the traffic conditioning and queuing

behavi ors that any particul ar packet wll experience when forwarded
to the Diffserv router. Figure 1 illustrates the major functiona

bl ocks of a Diffserv router

3.1.1. Datapath

An ingress interface, routing core, and egress interface are
illustrated at the center of the diagram |In actual router

i npl enent ati ons, there nmay be an arbitrary nunmber of ingress and
egress interfaces interconnected by the routing core. The routing
core el enent serves as an abstraction of a router’s nornal routing
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and switching functionality. The routing core noves packets between
interfaces according to policies outside the scope of Diffserv (note:
it is possible that such policies for output-interface selection

m ght involve use of packet fields such as the DSCP but this is

out side the scope of this nodel). The actual queuing delay and
packet | oss behavior of a specific router’s swtching
fabric/backpl ane is not nodel ed by the routing core; these should be
nodel ed using the functional datapath el enents described later. The
routing core of this nodel can be thought of as an infinite
bandwi dt h, zero-delay interconnect between interfaces - properties

i ke the behavior of the core when overl oaded need to be reflected
back into the queuing elenents that are nodeled around it (e.g., when
too much traffic is directed across the core at an egress interface),
the excess nust either be dropped or queued sonmewhere: the el enments
perform ng these functions nust be nodel ed on one of the interfaces

i nvol ved.

The conponents of interest at the ingress to and egress from
interfaces are the functional datapath elenents (e.g., Cassifiers,
Queui ng el ements) that support Diffserv traffic conditioning and
per - hop behaviors [DSARCH . These are the fundanmental conponents
conprising a Diffserv router and are the focal point of this nodel
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3.

1

. +
| Diffserv |
Mgt | configuration
<----+-->| & managenent |------------------ +
SNWVP, | | interface | |
COPS | R + |
etc. | | |
| | |
| v v
| B TS + B TS +
| | ingress i/f | R L + | egress i/f
———————— > classify, |-->| routing |--> «classify, |---->
data | | neter, | | core | | nmeter | dat a out
in | | action, | R L + | action,
| | queuing | | queuing
| B TS + B TS +
| N N
| | |
| | |
| T e + |
+-->| QOS agent | |
-------- > (optional) |[---------------------+
Qs | (e.g., RSVP)
cntl S +
negs

Figure 1: Diffserv Router Major Functional Bl ocks
2. Configuration and Managenment Interface

D ffserv operating paraneters are nonitored and provisioned through
this interface. Mnitored paraneters include statistics regarding
traffic carried at various Diffserv service levels. These statistics
may be inportant for accounting purposes and/or for tracking
compliance to Traffic Conditioning Specifications (TCSs) negoti ated
with custoners. Provisioned paraneters are prinarily the TCS
paraneters for Classifiers and Meters and the associ ated PHB
configuration paraneters for Actions and Queuing el enments. The
network administrator interacts with the Diffserv configuration and
managenent interface via one or nore managenent protocols, such as
SNMP or COPS, or through other router configuration tools such as
serial terminal or telnet consoles.

Specific policy rules and goals governing the Diffserv behavior of a
router are presuned to be installed by policy nmanagenent nechani sns.
However, Diffserv routers are always subject to inplenmentation linits
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whi ch scope the kinds of policies which can be successfully
i npl emented by the router. External reporting of such inplenentation
capabilities is considered out of scope for this docunent.

3.1.3. Optional QS Agent Mbdul e

Diffserv routers nmay snoop or participate in either per-mcroflow or
per-fl ow aggregate signaling of QS requirenents [E2E] (e.g., using
the RSVP protocol). Snooping of RSVP nessages may be used, for
exanple, to learn howto classify traffic w thout actually
participating as a RSVP protocol peer. Diffserv routers may reject
or adnmit RSVP reservation requests to provide a neans of adm ssion
control to Diffserv-based services or they may use these requests to
trigger provisioning changes for a flow aggregation in the Diffserv
network. A flow aggregation in this context night be equivalent to a
Diffserv BA or it may be nore fine-grained, relying on a nulti-field
(MF) classifier [DSARCH. Note that the conceptual nodel of such a
router inplenents the Integrated Services Mddel as described in

[ NTSERV], applying the control plane controls to the data classified
and conditioned in the data plane, as described in [E2F].

Note that a QoS Agent conponent of a Diffserv router, if present,

m ght be active only in the control plane and not in the data pl ane.
In this scenario, RSVP could be used nerely to signal reservation
state without installing any actual reservations in the data pl ane of
the Diffserv router: the data plane could still act purely on
Diffserv DSCPs and provide PHBs for handling data traffic w thout the
normal per-mnicrofl ow handling expected to support sone Intserv
services

3.2. Diffserv Functions at Ingress and Egress

Thi s docunent focuses on the Diffserv-specific conmponents of the
router. Figure 2 shows a high-level view of ingress and egress
interfaces of a router. The diagramillustrates two Diffserv router
interfaces, each having a set of ingress and a set of egress

elements. It shows classification, nmetering, action and queui ng
functions which might be instantiated at each interface' s ingress and
egress.

The sinple diagramof Figure 2 assunmes that the set of Diffserv
functions to be carried out on traffic on a given interface are

i ndependent of those functions on all other interfaces. There are
some architectures where Diffserv functions may be shared anobngst

mul tiple interfaces (e.g., processor and buffering resources that
handle nultiple interfaces on the sane Iine card before forwarding
across a routing core). The nodel presented in this docunent may be
easily extended to handl e such cases; however, this topic is not
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treated further here as it |eads to excessive conplexity in the
expl anati on of the concepts.

Interface A Interface B
B S + Fomm e e o + B S +
| ingress: | | | | egress:
| classify, | | | | cl assify,
---3 net er, [---->] [---->] net er, [--->
| action, | | | | action, |
| gueui ng | | routing | | gueui ng
R + | core | R +
| egress: | | | | ingress:
| classify, | | | | cl assify,
<--- net er, [ <----] [ <----] net er, | <---
| action, | | | | action, |
| gueui ng | R + | gueui ng
B S + B S +

Figure 2. Traffic Conditioning and Queuing El ements

In principle, if one were to construct a network entirely out of
two-port routers (connected by LANs or similar nedia), then it m ght
be necessary for each router to performfour QoS control functions in
the datapath on traffic in each direction

- Cassify each nessage according to sone set of rules, possibly
just a "match everything" rule.

- |If necessary, determ ne whether the data streamthe nessage is
part of is within or outside its rate by netering the stream

- Performa set of resulting actions, including applying a drop
policy appropriate to the classification and queue in question and
perhaps additionally marking the traffic with a Differentiated
Servi ces Code Point (DSCP) [DSFIELD].

- Enqueue the traffic for output in the appropriate queue. The
schedul i ng of output fromthis queue may | ead to shaping of the
traffic or may sinply cause it to be forwarded with sonme mini num
rate or maxi num | at ency assurance.

If the network is now built out of N-port routers, the expected
behavi or of the network should be identical. Therefore, this nodel
must provide for essentially the same set of functions at the ingress
as on the egress of a router’s interfaces. The one point of
difference in the nodel between ingress and the egress is that al
traffic at the egress of an interface is queued, while traffic at the
ingress to an interface is likely to be queued only for shaping
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purposes, if at all. Therefore, equivalent functional datapath
el ements may be nodeled at both the ingress to and egress from an
i nterface.

Note that it is not mandatory that each of these functional datapath
el ements be inplenented at both ingress and egress; equally, the
nodel allows that nultiple sets of these elenents nmay be placed in
series and/or in parallel at ingress or at egress. The arrangenent
of elenents is dependent on the service requirenments on a particul ar
interface on a particular router. By nodeling these elenents at both
ingress and egress, it is not inplied that they nmust be inpl emented
inthis way in a specific router. For exanple, a router nmay

i mpl enent all shaping and PHB queuing at the interface egress or nay
instead inplenent it only at the ingress. Furthernore, the
classification needed to nap a packet to an egress queue (if present)
need not be inplenmented at the egress but instead m ght be

i npl emented at the ingress, with the packet passed through the
routing core with in-band control information to allow for egress
gueue sel ection.

Specifically, some interfaces will be at the outer "edge" and sone
will be towards the "core" of the Diffserv domain. It is to be
expected (fromthe general principles guiding the notivation of
Diffserv) that "edge" interfaces, or at |least the routers that
contain them will inplement nore conplexity and require nore
configuration than those in the core although this is obviously not a
requirenent.

3.3. Shaping and Policing

D ffserv nodes may apply shaping, policing and/or narking to traffic
streams that exceed the bounds of their TCS in order to prevent one
traffic streamfromseizing nore than its share of resources froma
Diffserv network. 1In this nodel, Shaping, sonetimes considered as a
TC action, is treated as a function of queuing elenents - see section
7. Algorithnc Dropping techniques (e.g., RED) are simlarly treated
since they are often closely associated with queues. Policing is
nodel ed as either a concatenation of a Meter with an Absol ute Dropper
or as a concatenation of an Al gorithm c Dropper with a Schedul er
These elenments will discard packets which exceed the TCS

3.4. Hierarchical View of the Mdel

From a devi ce-1evel configuration managenent perspective, the
foll owi ng hierarchy exists:
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4.

4.

At the |l owest |evel considered here, there are individua
functional datapath elenments, each with their own configuration
paraneters and nanagenent counters and fl ags.

At the next level, the network adm ni strator nanages groupings of
these functional datapath elenents interconnected in a DAG These
functional datapath elenents are organi zed in self-contained TCBs
whi ch are used to inplenent sone desired network policy (see
Section 8). One or nore TCBs nay be instantiated at each
interface’s ingress or egress; they nay be connected in series
and/or in parallel configurations on the nultiple outputs of a
preceding TCB. A TCB can be thought of as a "black box" with one
i nput and one or nore outputs (in the data path). Each interface
may have a different TCB configuration and each direction (ingress
or egress) may too.

At the topnost |evel considered here, the network adm nistrator
manages interfaces. Each interface has ingress and egress

functionality, with each of these expressed as one or nore TCBs.
This level of the hierarchy is what was illustrated in Figure 2.

Further levels may be built on top of this hierarchy, in particular
ones for aiding in the repetitive configuration tasks likely for
routers with many interfaces: sone such "tenplate" tools for Diffserv
routers are outside the scope of this nodel but are under study by

ot her working groups within | ETF.

Classifiers
1. Definition

Classification is performed by a classifier element. Cassifiers are
1: N (fan-out) devices: they take a single traffic streamas input and
generate N logically separate traffic streans as output. Cdassifiers
are paraneterized by filters and output streams. Packets fromthe

i nput streamare sorted into various output streans by filters which
mat ch the contents of the packet or possibly nmatch other attributes
associ ated with the packet. Various types of classifiers using
different filters are described in the follow ng sections. Figure 3
illustrates a classifier, where the outputs connect to succeedi ng
functional datapath el ements.

The sinplest possible Classifier elenment is one that natches al
packets that are applied at its input. |In this case, the Oassifier
element is just a no-op and nmay be omitted.
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Note that we allow a Multiplexor (see Section 6.5) before the
Classifier to allow input fromnultiple traffic streams. For
exanple, if traffic streans originating fromnultiple ingress
interfaces feed through a single dassifier then the interface nunber
could be one of the packet classification keys used by the
Classifier. This optimzation may be inportant for scalability in

t he managenent plane. dassifiers nay also be cascaded i n sequence
to performnore conpl ex | ookup operations whilst still maintaining
such scal ability.

Anot her exanpl e of a packet attribute could be an integer
representing the BGP conmunity string associated with the packet’s
best-matching route. Oher contextual information may al so be used
by a Classifier (e.g., know edge that a particular interface faces a
Diffserv domain or a | egacy | P TOS donmai n [ DSARCH could be used when
determ ni ng whether a DSCP is present or not).

uncl assi fied classified
traffic traffic
I +
|--> match Filterl --> QutputA
------- >| classifier |[--> match Filter2 --> CQutputB
| | --> no match --> QutputC
B S +

Figure 3. An Exanple Cassifier

The following BA classifier separates traffic into one of three
out put streans based on matching filters:

Filter WMatched Qut put Stream
Filterl A
Filter2 B
no match C

Where the filters are defined to be the following BA filters
([ DSARCH], Section 4.2.1):

Filter DsCP

Filterl 101010

Filter2 111111

Filter3 *xxxk* (Wil dcard)
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4.1.1. Filters

A filter consists of a set of conditions on the conponent val ues of a
packet’s classification key (the header val ues, contents, and
attributes relevant for classification). |In the BA classifier
exanpl e above, the classification key consists of one packet header
field, the DSCP, and both Filterl and Filter2 specify exact-match
conditions on the value of the DSCP. Filter3 is a wldcard default
filter which matches every packet, but which is only selected in the
event that no other nore specific filter matches.

In general there are a set of possible conmponent conditions including
exact, prefix, range, nmasked and wildcard matches. Note that ranges
can be represented (with less efficiency) as a set of prefixes and
that prefix matches are just a special case of both masked and range
mat ches.

In the case of a MF classifier, the classification key consists of a
nunber of packet header fields. The filter nmay specify a different
condition for each key conponent, as illustrated in the exanpl e bel ow
for a I Pv4/ TCP cl assifier:

Filter IPv4 Src Addr | Pv4 Dest Addr TCP SrcPort TCP Dest Port

Filter4 172.31.8.1/32 172.31.3.X 24 X 5003

In this exanple, the fourth octet of the destination |IPv4 address and
the source TCP port are wildcard or "don't care"

M- classification of IP-fragmented packets is inpossible if the
filter uses transport-layer port nunbers (e.g., TCP port nunbers).
MIU-di scovery is therefore a prerequisite for proper operation of a
Diffserv network that uses such classifiers.

4.1.2. Overlapping Filters

Note that it is easy to define sets of overlapping filters in a
classifier. For exanple:

Filter IPv4 Src Addr | Pv4 Dest Addr

Filter5 172.31.8.X 24 X0
Filter6 X0 172.30. 10. 1/ 32

A packet containing {IP Dest Addr 172.31.8.1, |IP Src Addr
172. 30. 10. 1} cannot be uniquely classified by this pair of filters
and so a precedence nust be established between Filter5 and Filter6
in order to break the tie. This precedence nust be established
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either (a) by a manager whi ch knows that the router can acconplish

this particular ordering (e.g., by neans of reported capabilities),
or (b) by the router along with a nechanismto report to a manager

whi ch precedence is being used. Such precedence nechani sns nust be
supported in any translation of this nodel into specific syntax for
configurati on and nmanagenent protocols.

As anot her exanple, one mght want first to disallow certain
applications fromusing the network at all, or to classify sone

i ndividual traffic streans that are not D ffserv-nmarked. Traffic
that is not classified by those tests mght then be inspected for a
DSCP. The word "then" inplies sequence and this nmust be specified by
means of precedence.

An unanbi guous cl assifier requires that every possible classification
key match at | east one filter (possibly the wildcard default) and
that any anbi guity between overlapping filters be resol ved by
precedence. Therefore, the classifiers on any given interface nust
be "conplete" and will often include an "everything else" filter as
the | owest precedence elenent in order for the result of
classification to be deternministic. Note that this conpleteness is
only required of the first classifier that incomng traffic will neet
as it enters an interface - subsequent classifiers on an interface
only need to handle the traffic that it is known that they wll
receive.

This nmodel of classifier operation nakes the assunption that al
filters of the same precedence be applied simultaneously. Wil st
conveni ent froma nodeling point-of-view, this may or may not be how
the classifier is actually inplenented - this assunption is not
intended to dictate how the inplenentation actually handles this,
merely to clearly define the required end result.

4.2. Exanples
4.2.1. Behavior Aggregate (BA) Cdassifier

The sinplest Diffserv classifier is a behavior aggregate (BA)
classifier [DSARCH . A BA classifier uses only the Diffserv
codepoint (DSCP) in a packet’s |IP header to deternine the |ogica

out put streamto which the packet should be directed. W allow only
an exact-match condition on this field because the assi gned DSCP

val ues have no structure, and therefore no subset of DSCP bits are
significant.
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The follow ng defines a possible BA filter:

Filter8:
Type: BA
Val ue: 111000

4.2.2. Milti-Field (M) dassifier

Anot her type of classifier is a multi-field (MF) classifier [DSARCH .
This classifies packets based on one or nore fields in the packet
(possibly including the DSCP). A conmon type of MF classifier is a
6-tuple classifier that classifies based on six fields fromthe IP
and TCP or UDP headers (destination address, source address, |IP
protocol, source port, destination port, and DSCP). M- classifiers
may classify on other fields such as MAC addresses, VLAN tags, |ink-
| ayer traffic class fields, or other higher-layer protocol fields.

The follow ng defines a possible MF filter:

Filter9:

Type: | Pv4-6-tuple
| Pv4Dest Addr Val ue: 0.0.0.0

| Pv4Dest Addr Mask: 0.0.0.0

| Pv4Sr cAddr Val ue: 172.31.8.0

| Pv4Sr cAddr Mask: 255, 255, 255. 0
| Pv4DSCP: 28

| Pv4Pr ot ocol : 6

| Pv4Dest L4Port M n: O

| Pv4Dest L4Port Max: 65535

| Pv4SrcL4Port M n: 20

| Pv4SrcL4Port Max: 20

A similar type of classifier can be defined for |Pv6.

4.2.3. Free-formdassifier
A Free-formclassifier is made up of a set of user definable
arbitrary filters each made up of {bit-field size, offset (from head

of packet), nask}:

Cl assifier?2:

Filterl12: Qut put A
Filter13: Qut put B
Def aul t: Qut put C
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Filter12:

Type: FreeFor m

Si zeBits: 3 (bits)

O fset: 16 (bytes)

Val ue: 100 (binary)

Mask: 101 (binary)

Filter13

Type: FreeForm

Si zeBits: 12 (bits)

O fset: 16 (bytes)

Val ue: 100100000000 ( bi nary)
Mask: 111111111111 (binary)

Free-formfilters can be conbined into filter groups to formvery
powerful filters

4,2.4, Oher Possible Cassifiers

G assification may al so be perforned based on infornmation at the
datalink layer below IP (e.g., VLAN or datalink-layer priority) or
perhaps on the ingress or egress IP, logical or physical interface
identifier (e.g., the incom ng channel nunber on a channelized
interface). A classifier that filters based on | EEE 802. 1p Priority
and on 802.1Q VLAN-ID mi ght be represented as:

Classifier3:
Filter14 AND Filter15: QutputA

Def aul t: CQut put B

Filter14: -- priority 4 or 5
Type: | eee8021pPriority

Val ue: 100 (bi nary)

Mask: 110 (binary)

Filter15: -- VLAN 2304

Type: | eee8021QVI an

Val ue: 100100000000 ( bi nary)

Mask: 111111111111 (binary)

Such classifiers may be the subject of other standards or may be
proprietary to a router vendor but they are not discussed further
here.
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5.

Meters

Metering is defined in [DSARCH . Diffserv network providers may
choose to offer services to custoners based on a tenporal (i.e.

rate) profile within which the custoner submits traffic for the
service. In this event, a neter night be used to trigger real-tine
traffic conditioning actions (e.g., marking) by routing a non-
conform ng packet through an appropriate next-stage action el enent.
Al ternatively, by counting conformning and/ or non-conformng traffic
using a Counter elenment downstream of the Meter, it night also be
used to help in collecting data for out-of-band managenent functions
such as billing applications.

Meters are logically 1: N (fan-out) devices (although a nultiplexor
can be used in front of a nmeter). Meters are paraneterized by a
tenporal profile and by conformance |evels, each of which is
associated with a meter’s output. Each output can be connected to
anot her functional elenent.

Note that this nodel of a neter differs slightly fromthat described
in [DSARCH . In that description the meter is not a datapath el enent
but is instead used to nonitor the traffic stream and send contro
signals to action elenents to dynamically nodul ate their behavior
based on the confornmance of the packet. This difference in the
description does not change the function of a nmeter. Figure 4
illustrates a neter with 3 levels of conformance.

In sone Diffserv exanples (e.g., [AF-PHB]), three | evels of
conformance are discussed in terns of colors, with green representing
conform ng, yellow representing partially conform ng and red
representing non-conforning. These different confornmance |evels nmay
be used to trigger different queuing, marking or dropping treatnent
later on in the processing. Oher exanple nmeters use a binary notion
of conformance; in the general case N |levels of conformance can be
supported. 1In general there is no constraint on the type of
functional datapath elenent follow ng a neter output, but care nust
be taken not to inadvertently configure a datapath that results in
packet reordering that is not consistent with the requirenents of the
rel evant PHB specification
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unnet er ed net er ed
traffic traffic

| | -------- > conf ormance A
_________ > neter |--------> conformance B
| [-------- > confornmance C

Figure 4. A Ceneric Meter

A nmeter, according to this nodel, neasures the rate at which packets
maki ng up a streamof traffic pass it, conpares the rate to sone set
of threshol ds, and produces sone nunber of potential results (two or
nore): a given packet is said to be "conformant"” to a level of the
meter if, at the tinme that the packet is being exanined, the stream
appears to be within the rate Iimt for the profile associated with
that level. A fuller discussion of conformance to neter profiles
(and the associated requirenents that this places on the schedul ers
upstrean) is provided in Appendix A

5.1. Exanples
The followi ng are some exanpl es of possible neters.

5.1.1. Average Rate Meter
An exanple of a very sinple neter is an average rate neter. This
type of neter neasures the average rate at which packets are

submitted to it over a specified averaging tine.

An average rate profile nay take the followi ng form

Met er 1:

Type: Aver ageRat e
Profile: Profilel
Conf or m ngQut put : Queuel
NonConf or mi ngQut put: Counterl
Profilel:

Type: Aver ageRat e
Aver ageRat e: 120 kbps
Del t a: 100 nsec

A Meter neasuring against this profile would continually maintain a
count that indicates the total number and/or cumnul ative byte-count of
packets arriving between time T (now) and tine T - 100 nmsecs. So

Il ong as an arriving packet does not push the count over 12 kbits in
the | ast 100 nsec, the packet would be deened conform ng. Any packet
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5.

5.

t hat pushes the count over 12 kbits would be deened non-conforning.
Thus, this Meter deens packets to correspond to one of two
conformance | evels: conform ng or non-conforning, and sends them on
for the appropriate subsequent treatnent.

1.2. Exponential Wighted Mwving Average (EWA) Meter

The EWVA form of Meter is easy to inplenment in hardware and can be
paraneteri zed as foll ows:

avg_rate(t) = (1 - Gain) * avg_rate(t’) + Gain * rate(t)
t =t + Delta

For a packet arriving at time t:

if (avg_rate(t) > AverageRate)
non- conf or m ng

el se
conform ng

"Gain" controls the tine constant (e.g., frequency response) of what
is essentially a sinple IR lowpass filter. "Rate(t)" neasures the
nunber of incoming bytes in a small fixed sanpling interval, Delta.
Any packet that arrives and pushes the average rate over a predefined
rate AverageRate is deened non-conforming. An EWWA Meter profile

nm ght | ook something |ike the follow ng:

Met er 2:

Type: ExpWei ght edMovi ngAvg
Profile: Profil e2

Conf or m ngQut put : Queuel

NonConf or nmi ngQut put: Absol ut eDr opper 1
Profil e2:

Type: ExpWei ght edMovi ngAvg
Aver ageRat e: 25 kbps

Del t a: 10 usec

Gai n: 1/ 16

1.3. Two-Paraneter Token Bucket Meter

A nore sophisticated Meter nmight neasure conformance to a token
bucket (TB) profile. A TB profile generally has two paraneters, an
average token rate, R and a burst size, B. TB Meters conpare the
arrival rate of packets to the average rate specified by the TB
profile. Logically, tokens accurmulate in a bucket at the average
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5.

1

rate, R, up to a maximumcredit which is the burst size, B. Wen a
packet of length L arrives, a confornmance test is applied. There are
at least two such tests in w despread use

Strict conformance
Packets of length L bytes are considered conformng only if there
are sufficient tokens available in the bucket at the time of
packet arrival for the conplete packet (i.e., the current depth is
greater than or equal to L): no tokens may be borrowed fromfuture
token all ocations. For exanples of this approach, see [ SRTCM and

[ TRTCM .

Loose conformance
Packets of length L bytes are considered conforming if any tokens
are available in the bucket at the time of packet arrival: up to L
bytes may then be borrowed fromfuture token allocations.

Packets are allowed to exceed the average rate in bursts up to the
burst size. For further discussion of |oose and strict conformance
to token bucket profiles, as well as system and inplenentation

i ssues, see Appendi x A

A two-paraneter TB neter has exactly two possi bl e conformance |evels
(conform ng, non-confornming). Such a neter night appear as foll ows:

Met er 3:

Type: Si mpl eTokenBucket
Profile: Profil e3

Conf or manceType: | oose

Conf or m ngQut put : Queuel
NonConf or mi ngQut put: Absol ut eDr opper1
Profile3:

Type: Si mpl eTokenBucket
Aver ageRat e: 200 kbps

Bur st Si ze: 100 kbytes

4. Milti-Stage Token Bucket Meter

More conplicated TB nmeters might define multiple burst sizes and nore
conformance | evels. Packets found to exceed the | arger burst size
are deened non-conformng. Packets found to exceed the snaller burst
size are deened partially-conform ng. Packets exceeding neither are
deened conforming. Sone token bucket neters designed for Diffserv
networ ks are described in nore detail in [SRTCM TRTCM; in sone of
these references, three |l evels of conformance are discussed in terns
of colors with green representing conformng, yellow representing
partially conform ng, and red representing non-confornmng. Note that
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nmeters can sonetines be inplenented

usi ng an appropriate sequence of nultiple two-paraneter TB neters.

A profile for a nulti-stage TB neter with three | evels of confornmance

m ght | ook as follows:
Met er 4:

Type:

Profil eA

Conf or manceTypeA:
Conf or mi ngQut put A:

Profil eB:
Conf or manceTypeB
Conf or mi ngQut put B:

NonConf or m ngQut put :

Profil e4:
Type:
Aver ageRat e:
Bur st Si ze
Profil eb:
Type:
Aver ageRat e:
Bur st Si ze

5. 1.5. Nul I Meter

A nul |

associ ated tenpora

nmet er has only one output:
profile.
event that the configuration or nmanagenent

TwoRat eTokenBucket
Profil e4

strict

Queuel

Profileb

strict

Mar ker 1

Absol ut eDr opper 1

Si mpl eTokenBucket
100 kbps
20 kbytes

Si mpl eTokenBucket
100 kbps
100 kbytes

al ways conforning, and no
is useful to define in the
interface does not have

Such a neter

the flexibility to onmit a meter in a datapath segment.

Met er 5:
Type:
CQut put :

6. Action El enents

Nul | Met er
Queuel

The classifiers and nmeters described up to this point are fan-out
el ements which are generally used to determine the appropriate action

to apply to a packet.
appl i ed incl ude:

- Mar ki ng

- Absol ut e Droppi ng

Bernet, et. al.

The set of possible actions that can then be
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6.

1.

. 2.

- Mul ti pl exi ng
- Counti ng
- Nul I action - do nothing

The correspondi ng action elenents are described in the follow ng
secti ons.

DSCP Mar ker

DSCP Markers are 1:1 el enents which set a codepoint (e.g., the DSCP
in an | P header). DSCP Markers may al so act on unnar ked packets
(e.g., those subnmitted with DSCP of zero) or may re-mark previously
mar ked packets. In particular, the nodel supports the application of
mar ki ng based on a preceding classifier match. The mark set in a
packet will determine its subsequent PHB treatnent in downstream
nodes of a network and possibly al so i n subsequent processing stages
within this router.

DSCP Markers for Diffserv are normally paranmeterized by a single
paraneter: the 6-bit DSCP to be marked in the packet header.

Mar ker 1:
Type: DSCPMar ker
Mar k: 010010

Absol ut e Dropper

Absol ute Droppers sinply discard packets. There are no paraneters
for these droppers. Because this Absolute Dropper is a termnating
poi nt of the datapath and has no outputs, it is probably desirable to
forward the packet through a Counter Action first for instrumentation
pur poses.

Absol ut eDr opper 1:
Type: Absol ut eDr opper

Absol ute Droppers are not the only elenents than can cause a packet
to be discarded: another elenment is an Al gorithm c Dropper el enment
(see Section 7.1.3). However, since this element’s behavior is
closely tied the state of one or nore queues, we choose to
distinguish it as a separate functional datapath el enent.
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6. 3.

6. 4.

6. 5.

Ber

Mul ti pl exor

It is occasionally necessary to nmultiplex traffic streans into a
functional datapath elenment with a single input. A M1 (fan-in)
multiplexor is a sinple |logical device for nmerging traffic streans.
It is paraneterized by its nunber of incom ng ports

Mux1:

Type: Mul ti pl exor
Cut put : Queue?
Count er

One passive action is to account for the fact that a data packet was
processed. The statistics that result might be used later for
customer billing, service verification or network engi neering
purposes. Counters are 1:1 functional datapath el enents which update
a counter by L and a packet counter by 1 every tine a L-byte sized
packet passes through them Counters can be used to count packets
about to be dropped by an Absol ute Dropper or to count packets
arriving at or departing fromsonme other functional elenent.

Counterl

Type: Count er
CQut put : Queuel
Nul I Action

A null action has one input and one output. The elenent perforns no
action on the packet. Such an elenent is useful to define in the
event that the configuration or managenent interface does not have
the flexibility to onit an action elenent in a datapath segnent.

Nul I 1:
Type: Nul
Qut put : Queuel

Queui ng El enments

Queui ng el ements nodul ate the transm ssion of packets bel onging to
the different traffic streans and determine their ordering, possibly
storing themtenporarily or discarding them Packets are usually
stored either because there is a resource constraint (e.g., available
bandwi dt h) whi ch prevents i nmmedi ate forwarding, or because the
queui ng block is being used to alter the tenporal properties of a
traffic stream (i.e., shaping). Packets are discarded for one of the
foll owi ng reasons
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- because of buffering linmtations.

- because a buffer threshold is exceeded (including when shapi ng
i s perforned).

- as a feedback control signal to reactive control protocols such
as TCP.

- because a neter exceeds a configured profile (i.e., policing).

The queuing elements in this nodel represent a |ogical abstraction of
a queui ng systemwhich is used to configure PHB-rel ated paraneters.
The nmodel can be used to represent a broad variety of possible

i npl ement ati ons. However, it need not necessarily map one-to-one
wi t h physical queuing systens in a specific router inplenentation

| mpl enentors should map the configurable paraneters of the

i mpl enentation’s queui ng systenms to these queuing el enment paraneters
as appropriate to achi eve equival ent behavi ors.

7.1. Queui ng Mdel

Queuing is a function which Iends itself to innovation. It nust be
nodel ed to allow a broad range of possible inplenentations to be
represented using conmmon structures and paraneters. This nodel uses
functional deconposition as a tool to pernit the needed | atitude.

Queui ng systens performthree distinct, but related, functions: they
store packets, they nodul ate the departure of packets belonging to
various traffic streans and they selectively discard packets. This
nodel deconposes queuing into the conponent el ements that perform
each of these functions: Queues, Schedulers, and Al gorithmc
Droppers, respectively. These elenents may be connected together as
part of a TCB, as described in section 8.

The renai nder of this section discusses FI FO Queues: typically, the
Queue elenent of this nodel will be inplenented as a FIFO data
structure. However, this does not preclude inplenmentations which are
not strictly FIFO, in that they al so support operations that renove
or exam ne packets (e.g., for use by discarders) other than at the
head or tail. However, such operations nust not have the effect of
reordering packets belonging to the sane m crofl ow

Note that the term FI FO has multiple different comobn usages: it is
sonmetines taken to nmean, anong other things, a data structure that
pernmits itens to be renoved only in the order in which they were
inserted or a service discipline which is non-reordering.
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7.1.1. FIFO Queue

In this nodel, a FIFO Queue elenent is a data structure which at any

time may contain zero or nore packets. It may have one or nore
t hreshol ds associated with it. A FIFO has one or nore inputs and
exactly one output. It nust support an enqueue operation to add a

packet to the tail of the queue and a dequeue operation to renove a
packet fromthe head of the queue. Packets nust be dequeued in the
order in which they were enqueued. A FIFO has a current depth, which
i ndi cates the nunmber of packets and/or bytes that it contains at a
particular time. FIFGs in this nodel are nodel ed w thout inherent
limts on their depth - obviously this does not reflect the reality
of inplenentations: FIFOsize |limts are nodel ed here by an

al gorithmi c dropper associated with the FIFO typically at its input.
It is quite likely that every FIFOw Il be preceded by an algorithmic
dropper. One exception mght be the case where the packet stream has
al ready been policed to a profile that can never exceed the schedul er
bandwi dth available at the FIFO s output - this would not need an

al gorithmc dropper at the input to the FIFO

This representation of a FIFO allows for one comobn type of depth
limt, one that results froma FIFO supplied froma limted pool of
buffers, shared between multiple FIFGCs.

In an inplenmentation, packets are presunably stored in one or nore
buffers. Buffers are allocated fromone or nore free buffer pools.
If there are nultiple instances of a FIFQO their packet buffers may
or may not be allocated out of the same free buffer pool. Free
buffer pools may al so have one or nore threshol ds associated with
them which may affect discarding and/or scheduling. Oher than
this, buffering nechanisns are inplenentation specific and not part
of this nodel

A FI FO mi ght be represented using the follow ng paraneters:

Queuel:
Type: FI FO
Qut put : Schedul er 1

Note that a FIFO nmust provide triggers and/or current state
information to other elements upstream and downstreamfromit: in
particular, it is likely that the current depth will need to be used
by Al gorithnic Dropper elenents placed before or after the FIFO It
will also likely need to provide an inplicit "I have packets for you"
signal to downstream Schedul er el enents.
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7.1.2. Schedul er

A schedul er is an el enent which gates the departure of each packet
that arrives at one of its inputs, based on a service discipline. It
has one or nore inputs and exactly one output. Each input has an
upstream el enent to which it is connected, and a set of paraneters
that affects the scheduling of packets received at that input.

The service discipline (al so known as a scheduling algorithm is an
al gorithm which mght take any of the following as its input(s):

a) static paraneters such as relative priority associated with each
of the scheduler’s inputs.

b) absol ute token bucket paranmeters for maxi mrum or m ni mrumrates
associated with each of the scheduler’s inputs.

c) paraneters, such as packet |ength or DSCP, associated with the
packet currently present at its input.

d) absolute tine and/or local state.

Possi bl e service disciplines fall into a nunber of categories,
including (but not limted to) first conme, first served (FCFS)
strict priority, weighted fair bandwi dth sharing (e.g., WQ, rate-
limted strict priority, and rate-based. Service disciplines can be
further distinguished by whether they are work-conserving or non-
wor k- conserving (see dossary). Non-work-conserving schedul ers can
be used to shape traffic streans to match some profile by del ayi ng
packets that m ght be deened non-conform ng by sone downstream node
a packet is delayed until such tinme as it would conformto a
downstream neter using the same profile.

[ DSARCH] defines PHBs without specifying required scheduling

al gorithnms. However, PHBs such as the class selectors [DSFIELD], EF
[ EF- PHB] and AF [ AF- PHB] have descriptions or configuration
paraneters which strongly suggest the sort of scheduling discipline
needed to inplenent them This docunent discusses a mininal set of
gqueue parameters to enable realization of these PHBs. |t does not
attenpt to specify an all-enbracing set of parameters to cover al
possi bl e inplenentati on nodels. A miniml set includes:

a) a mininumservice rate profile which allows rate guarantees for
each traffic streamas required by EF and AF without specifying
the details of how excess bandwi dth between these traffic streans
is shared. Additional paraneters to control this behavior should
be made avail abl e, but are dependent on the particul ar scheduling
al gorithm i npl enent ed

Bernet, et. al. I nf or mat i onal [ Page 28]



RFC 3290 D ffserv I nformal Managenent Mbdel May 2002

b) a service priority, used only after the mnimumrate profiles of
all inputs have been satisfied, to decide how to allocate any
remai ni ng bandwi dt h.

c) a maxinum service rate profile, for use only with a non-work-
conservi ng service discipline.

Any one of these profiles is conposed, for the purposes of this
nodel, of both a rate (in suitable units of bits, bytes or |arger
chunks in sone unit of tine) and a burst size, as discussed further
i n Appendi x A

By way of exanple, for an inplenentation of the EF PHB using a strict
priority scheduling algorithmthat assunes that the aggregate EF rate
has been appropriately bounded by upstream policing to avoid
starvation of other BAs, the service rate profiles are not used: the
m ni mum service rate profile would be defaulted to zero and the

maxi mum service rate profile would effectively be the "line rate"
Such an inplenentation, with multiple priority classes, could al so be
used for the Diffserv class selectors [DSFl ELD].

Alternatively, setting the service priority values for each input to
the scheduler to the sane val ue enables the scheduler to satisfy the
m ni mum service rates for each input, so long as the sum of all

m ni num service rates is less than or equal to the line rate.

For exanpl e, a non-work-conserving schedul er, allocating spare
bandwi dth equal ly between all its inputs, might be represented using
the foll ow ng paraneters:

Schedul er 1:
Type: Schedul er 21 nput

| nput 1:

MaxRat eProfile: Profilel
M nRateProfile: Profil e2
Priority: none

I nput 2:

MaxRat eProfile: Profile3
M nRateProfile: Profil e4
Priority: none

A wor k- conservi ng schedul er night be represented using the follow ng
par anet ers:
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7.

1.

Schedul er 2:

Type: Schedul er 31 nput
I nput 1:

MaxRat eProfil e: WrkConserving
M nRateProfile: Profile5
Priority: 1

I nput 2:

MaxRat eProfil e: WorkConservi ng
M nRateProfile: Profile6
Priority: 2

I nput 3:

MaxRat eProfil e: WhrkConservi ng
M nRat eProfile: none

Priority: 3

3. Algorithm c Dropper

An Al gorithmic Dropper is an element which selectively discards
packets that arrive at its input, based on a discarding algorithm

It has one data input and one output. In this nodel (but not
necessarily in a real inplenentation), a packet enters the dropper at
its input and either its buffer is returned to a free buffer pool or
t he packet exits the dropper at the output.

Alternatively, an Al gorithnic Dropper can be thought of as invoking
operations on a FI FO Queue which sel ectively renove a packet and
return its buffer to the free buffer pool based on a discarding
algorithm 1In this case, the operation could be nodel ed as being a
side-effect on the FIFO upon which it operated, rather than as having
a discrete input and output. This treatnent is equivalent and we
choose the one described in the previous paragraph for this nodel

One of the primary characteristics of an Algorithm c Dropper is the
choi ce of which packet (if any) is to be dropped: for the purposes of
this nodel, we restrict the packet selection choices to one of the
followi ng and we indicate the choice by the relative positions of

Al gorithm c Dropper and FI FO Queue el ements in the nodel

a) selection of a packet that is about to be added to the tail of a
queue (a "Tail Dropper"): the output of the Al gorithm c Dropper
el ement is connected to the input of the relevant FI FO Queue
el ement .

b) a packet that is currently at the head of a queue (a "Head
Dropper”): the output of the FIFO Queue element is connected to
the input of the Algorithm c Dropper el enent.
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O her packet selection nmethods could be added to this nodel in the
formof a different type of datapath el enent.

The Al gorithmic Dropper is nodeled as having a single input. It is
possi bl e that packets which were classified differently by a
Classifier inthis TCB will end up passing through the same dropper
The dropper’s algorithmnmay need to apply different cal cul ations
based on characteristics of the inconming packet (e.g., its DSCP). So
there is a need, in inplenentations of this nodel, to be able to
relate informati on about which classifier elenment was natched by a
packet froma Cassifier to an Algorithnmic Dropper. |In the rare
cases where this is required, the chosen nodel is to insert another
Classifier elenent at this point inthe flowand for it to feed into
multiple Algorithm c Dropper elenents, each one inplenmenting a drop
calculation that is independent of any classification keys of the
packet: this will likely require the creation of a new TCB to contain
the Classifier and the Al gorithm c Dropper el enments.

NOTE: There are nany other fornulations of a nodel that could
represent this linkage that are different fromthe one described
above: one fornul ation would have been to have a pointer from one
of the drop probability calculation algorithms inside the dropper
to the original dassifier element that selects this al gorithm
Anot her way woul d have been to have nmultiple "inputs" to the

Al gorithm c Dropper elenent fed fromthe precedi ng el enents,

| eadi ng eventually back to the dassifier elements that matched

t he packet. Yet another formulation nmight have been for the
Classifier to (logically) include some sort of "classification
identifier” along with the packet along its path, for use by any
subsequent elenent. And yet another could have been to include a
classifier inside the dropper, in order for it to pick out the
drop algorithmto be applied. These other approaches could be
used by inplenentations but were deened to be |ess clear than the
approach taken here.

An Al gorithm c Dropper, an exanple of which is illustrated in Figure
5, has one or nore triggers that cause it to make a deci si on whet her
or not to drop one (or possibly nore than one) packet. A trigger nay
be internal (the arrival of a packet at the input to the dropper) or
it my be external (resulting fromone or nore state changes at

anot her el ement, such as a FIFO Queue depth crossing a threshold or a
scheduling event). It is likely that an instantaneous FlIFO depth
will need to be snpothed over sone averaging interval before being
used as a useful trigger. Sone dropping algorithnms may require
several trigger inputs feeding back fromevents el sewhere in the
system (e.g., depth-snoothing functions that cal cul ate averages over
nmore than one time interval).
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oo + oo +
| +------- + | n | smoot hi ng
| |trigger|<---------- [---]function(s)|
| |calc. | | | (optional) |
| [ S + | [ S +
| | | A
| v | | Dept h
| nput | +------- + no I + to Schedul er
---------- >l discard|--------------> | X] x| x| x| ------->
| ? I +
toemem - - + FI FO

| v | count +
+---+ bit-bucket

Algorithmc
Dr opper

Figure 5. Exanple of Algorithmic Dropper fromTail of a Queue

A trigger may be a bool ean conbi nation of events (e.g., a FIFO depth
exceeding a threshold OR a buffer pool depth falling below a
threshold). It takes as its input sone set of dynam c paraneters
(e.g., snmoothed or instantaneous FIFO depth), and sone set of static
paraneters (e.g., thresholds), and possibly other paraneters
associated with the packet. It may also have internal state (e.g.
history of its past actions). Note that, although an Algorithnic

Dr opper may require know edge of data fields in a packet, as

di scovered by a Classifier in the same TCB, it nmay not nodify the
packet (i.e., it is not a marker).

The result of the trigger calculation is that the dropping algorithm
makes a decision on whether to forward or to discard a packet. The
di scarding function is likely to keep counters regardi ng the

di scarded packets (there is no appropriate place here to include a
Counter Action elenent).

The exanple in Figure 5 al so shows a FI FO Queue el enent from whose
tail the dropping is to take place and whose depth characteristics
are used by this Algorithnmc Dropper. It also shows where a depth-
snoot hing function m ght be included: snoothing functions are outside
the scope of this docunent and are not nodeled explicitly here, we
nmerely indicate where they night be added.

RED, RED-on-In-and-Qut (RO and Drop-on-threshold are exanpl es of

dropping algorithns. Tail-dropping and head-dropping are effected by
the | ocation of the Algorithnic Dropper elenent relative to the FIFO

Bernet, et. al. I nf or mat i onal [ Page 32]



RFC 3290

Queue el enent .

D ffserv | nformal

Managenent Model May 2002

As an exanple, a dropper using a RIO al gorithm m ght

be represented using 2 Algorithmic Droppers with the follow ng

par anet er s:

Al gorithm cDropper 1:

Type:

Di sci pline:
Tri gger:

Cut put :

M nThr esh:
MaxThr esh:
Sanpl eWei ght
MaxDr opPr ob

Al gori t hmi cDropper 2:

Type:

Di sci pline:
Trigger:

CQut put :

M nThr esh:
MaxThr esh:
Sanpl eWei ght
MaxDr opPr ob

(for in-profile traffic)

Al gorit hm cDr opper

RED

I nt ernal

Fifol

Fifol. Depth > 20 kbyte
Fifol. Depth > 30 kbyte
. 002

1%

(for out-of-profile traffic)

Al gorit hm cDr opper

RED

I nt er nal

Fi fol

Fifol. Depth > 10 kbyte
Fifol. Depth > 20 kbyte
. 002

2%

Anot her form of Al gorithm c Dropper, a threshol d-dropper, m ght be
represented using the foll owi ng paraneters:

Al gorit hm cDr opper 3:
Type:

Di sci pline:

Trigger:

Cut put :

Al gorit hm cDr opper

Dr op-on-t hreshol d

Fi fo2. Depth > 20 kbyte
Fifol

7.2. Sharing load anong traffic streanms using queuing

Queues are used, in Differentiated Services, for a nunber of

purposes. In essence,
it is transmtted.

they are sinply places to store traffic until
However, when several queues are used together in

a queui ng system they can al so achieve effects beyond that for given

traffic streans.

They can be used to linmt variation in delay or

i npose a maxi mumrate (shaping), to pernit several streans to share a
link in a sem -predictable fashion (load sharing), or to nove
variation in delay fromsone streans to other streans.

Traffic shaping is often used to condition traffic, such that packets

arriving in a burst will

be "snoot hed" and deened conform ng by
subsequent downstream neters in this or other nodes.

In [ DSARCH a

shaper is described as a queuing elenent controlled by a neter which
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defines its tenporal profile. However, this representation of a
shaper differs substantially fromtypical shaper inplenentations.

In the nodel described here, a shaper is realized by using a non-
wor k- conservi ng Schedul er. Sone inplenentations may el ect to have
gqueues whose sol e purpose is shaping, while others may integrate the
shaping function with other buffering, discarding, and scheduling
associated with access to a resource. Shapers operate by del ayi ng
the departure of packets that woul d be deened non-conforning by a
nmeter configured to the shaper’s naxi mum service rate profile. The
packet is scheduled to depart no sooner than such time that it would
becone conf orni ng.

7.2.1. Load Sharing

Load sharing is the traditional use of queues and was theoretically
expl ored by Floyd & Jacobson [FJ95], although it has been in use in
conmuni cati ons systens since the 1970’ s.

[ DSARCH] discusses | oad sharing as dividing an interface anong
traffic classes predictably, or applying a mninumrate to each of a
set of traffic classes, which m ght be nmeasured as an absol ute | ower
bound on the rate a traffic stream achieves or a fraction of the rate
an interface offers. It is generally inplenented as sone form of

wei ght ed queui ng al gorithm anong a set of FIFO queues i.e., a WQ
scheme. This has interesting side-effects.

A key effect sought is to ensure that the nean rate the traffic in a
stream experiences is never |ower than some threshold when there is
at least that nuch traffic to send. Wien there is less traffic than
this, the queue tends to be starved of traffic, meaning that the
queui ng systemw |l not delay its traffic by very nmuch. Wen there
is significantly nore traffic and the queue starts filling, packets
inthis class will be delayed significantly nore than traffic in
other classes that are under-using their available capacity. This
form of queuing systemtherefore tends to nove delay and variation in
del ay fromunder-used classes of traffic to heavier users, as well as
managi ng the rates of the traffic streans.

A side-effect of a WRR or WFQ i npl enentation is that between any two
packets in a given traffic class, the scheduler may enit one or nore
packets fromeach of the other classes in the queuing system In
cases where average behavior is in view, this is perfectly

acceptable. In cases where traffic is very intolerant of jitter and
there are a nunber of conpeting classes, this may have undesirabl e
consequences.
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7.2.2. Traffic Priority

Traffic Prioritization is a special case of |oad sharing, wherein a
certain traffic class is deened so jitter-intolerant that if it has
traffic present, that traffic nust be sent at the earliest possible
time. By extension, several priorities mght be defined, such that
traffic in each of several classes is given preferential service over
any traffic of a lower class. It is the obvious inplenentation of IP
Precedence as described in [RFC 791], of 802.1p traffic cl asses

[ 802.1D], and other simlar technol ogies.

Priority is often abused in real networks; people tend to think that
traffic which has a high business priority deserves this treatnent
and tal k nore about the business inperatives than the actua
application requirenents. This can have severe consequences;

net wor ks have been configured whi ch placed business-critical traffic
at a higher priority than routing-protocol traffic, resulting in
col | apse of the network’s nmanagenent or control systens. However, it
may have a legitimte use for services based on an Expedited
Forwarding (EF) PHB, where it is absolutely sure, thanks to policing
at all possible traffic entry points, that a traffic stream does not
abuse its rate and that the application is indeed jitter-intol erant
enough to merit this type of handling. Note that, even in cases with
wel | -policed ingress points, there is still the possibility of
unexpected traffic loops within an un-policed core part of the

net wor k causi ng such col | apse.

8. Traffic Conditioning Bl ocks (TCBs)

The Cl assifier, Meter, Action, A gorithm c Dropper, Queue and
Schedul er functional datapath el enents descri bed above can be
conbined into Traffic Conditioning Blocks (TCBs). A TCB is an
abstraction of a set of functional datapath elenments that may be used
to facilitate the definition of specific traffic conditioning
functionality (e.g., it mght be likened to a tenplate which can be
replicated nultiple times for different traffic streans or different
custoners). It has no likely physical representation in the

i mpl enentation of the data path: it is invented purely as an
abstraction for use by managenment tools.

Thi s nodel describes the configuration and managenent of a Diffserv
interface in terns of a TCB that contains, by definition, zero or
nore Classifier, Meter, Action, A gorithmc Dropper, Queue and
Schedul er el ements. These elenents are arranged arbitrarily
according to the policy being expressed, but always in the order

here. Traffic may be classified; classified traffic may be netered;
each streamof traffic identified by a conbination of classifiers and
meters may have sone set of actions perforned on it, followed by drop
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al gorithns; packets of the traffic streamnmay ultinmately be stored
into a queue and then be schedul ed out to the next TCB or physica
interface. It is permissible to onmit elements or include nul

el ements of any type, or to concatenate nultiple functional datapath
el ements of the same type

When the Diffserv treatnent for a given packet needs to have such
bui |l di ng bl ocks repeated, this is perfornmed by cascading nultiple
TCBs: an output of one TCB may drive the input of a succeeding one.
For exanple, consider the case where traffic of a set of classes is
shaped to a set of rates, but the total output rate of the group of
classes nust also be linmted to a rate. One might inmagine a set of
network news feeds, each with a certain maxinumrate, and a policy
that their aggregate may not exceed sonme figure. This may be sinply
acconpl i shed by cascading two TCBs. The first classifies the traffic
into its separate feeds and queues each feed separately. The feeds
(or a subset of them are now fed into a second TCB, which places al

i nput (these news feeds) into a single queue with a certain nmaxi num
rate. In inplenentation, one could inmagine this as the severa
literal queues, a CBQ or WFQ systemwi th an appropriate (and conpl ex)
wei ghting scheme, or a nunber of other approaches. But they would
have the sanme externally neasurable effect on the traffic as if they
had been literally inplemented with separate TCBs.

8.1. TCB
A generalized TCB night consist of the foll owing stages:
- Cassification stage
- Metering stage

- Action stage (involving Markers, Absolute Droppers, Counters,
and Multipl exors)

- Queuing stage (involving Al gorithm c Droppers, Queues, and
Schedul ers)

where each stage may consist of a set of parallel datapaths
consi sting of pipelined el ements.

A Cassifier or a Meter is typically a 1: N el enment, an Action

Al gorithm c Dropper, or Queue is typically a 1:1 elenent and a
Scheduler is a N1 elenent. A conplete TCB shoul d, however, result
ina 1:1 or 1:N abstract elenent. Note that the fan-in or fan-out of
an elenent is not an inportant defining characteristic of this

t axonony.
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8.1.1. Building blocks for Queuing

Some particular rules are applied to the ordering of elenents within
a Queuing stage within a TCB: elenents of the sane type nay appear
nmore than once, either in parallel or in series. Typically, a
queui ng stage will have relatively many elenents in parallel and few
in series. |Iteration and recursion are not supported constructs (the
el enments are arranged in an acyclic graph). The follow ng inter-
connections of elenents are all owed:

- The input of a Queue may be the input of the queuing bl ock, or
it may be connected to the output of an Al gorithm c Dropper, or
to an output of a Schedul er

- Each input of a Scheduler rmay be connected to the output of a
Queue, to the output of an Al gorithm c Dropper, or to the
out put of another Schedul er

- The input of an Algorithm c Dropper nmay be the first el enent of
t he queui ng stage, the output of another Al gorithnic Dropper
or it may be connected to the output of a Queue (to indicate
head- dr oppi ng) .

- The output of the queuing block may be the output of a Queue,
an Al gorithm c Dropper, or a Schedul er

Note, in particular, that Schedul ers may operate in series such so
that a packet at the head of a Queue feeding the concatenated
Schedul ers is serviced only after all of the scheduling criteria are
met. For exanple, a Queue which carries EF traffic streans nay be
served first by a non-work-conserving Schedul er to shape the stream
to a maxinumrate, then by a work-conserving Scheduler to mx EF
traffic streans with other traffic streams. Alternatively, there

m ght be a Queue and/or a dropper between the two Schedul ers.

Note al so that sone non-sensical scenarios (e.g., a Queue preceding
an Algorithmc Dropper, directly feeding into another Queue), are
pr ohi bi t ed.

8.2. An Exanple TCB
A SLS is presuned to have been negoti ated between the custonmer and
t he provider which specifies the handling of the customer’'s traffic,

as defined by a TCS) by the provider’'s network. The agreenent m ght
be of the follow ng form
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DSCP PHB  Profile Tr eat ment

001001 EF Profile4d Di scard non-conforning

001100 AF11 Profile5 Shape to profile, tail-drop when full

001101 AF21 Profile3 Re- mar k non-conform ng to DSCP 001000,
tail-drop when full.

ot her BE none Apply RED-1ike dropping.

This SLS specifies that the customer nay submit packets marked for
DSCP 001001 which will get EF treatnment so long as they remain
conformng to Profiled4, which will be discarded if they exceed this
profile. The discarded packets are counted in this exanple, perhaps
for use by the provider's sales departnment in convincing the custoner
to buy a larger SLS. Packets marked for DSCP 001100 will be shaped
to Profile5 before forwardi ng. Packets marked for DSCP 001101 will
be nmetered to Profile3 w th non-conform ng packets "downgraded" by
being re-marked with a DSCP of 001000. It is inplicit in this
agreenent that conform ng packets are given the PHB originally

i ndi cated by the packets’ DSCP field.

Figures 6 and 7 illustrates a TCB that might be used to handle this
SLS at an ingress interface at the custoner/provider boundary.

The Classification stage of this exanple consists of a single BA
classifier. The BA classifier is used to separate traffic based on
the Diffserv service |evel requested by the custonmer (as indicated by
the DSCP in each subnmitted packet’s I P header). W illustrate three
DSCP filter values: A B, and C. The 'X in the BA classifier is a

wi | dcard filter that matches every packet not otherw se nat ched.

The path for DSCP 001100 proceeds directly to Dropperl whilst the
paths for DSCP 001001 and 001101 include a netering stage. All other
traffic is passed directly on to Dropper3. There is a separate neter
for each set of packets corresponding to classifier outputs A and C
Each neter uses a specific profile, as specified in the TCS, for the
corresponding Diffserv service level. The neters in this exanple
each indicate one of two conformance |evels: confornming or non-

conf orm ng.

Fol l owi ng the Metering stage is an Action stage in sonme of the
branches. Packets submitted for DSCP 001001 (C assifier output A)
that are deened non-conformng by Meterl are counted and di scarded
whi | e packets that are conform ng are passed on to Queuel. Packets
submitted for DSCP 001101 (d assifier output C) that are deened non-
conform ng by Meter2 are re-marked and then both conforming and non-
conform ng packets are multipl exed together before being passed on to
Dr opper 2/ Queues3.
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as follows, illustrated in figure 7.
show any of the inplicit control

e.g.,
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Queui ng and Schedul ing stages are realized

Note that the figure does not

I i nkages between el ements that allow
an Algorithm c Dropper to sense the current state of a

succeedi ng Queue.

oo +
| Al-mmmm e > to Queuel
+->| |
| | Bl--+ +----- + +----- +
| +----- + | | | |
| Meterl +- > | --->]
| | | | |
| Fommm - + Fommm - +
| Counterl  Absolute
submitted +----- + | Dr opper 1
traffic | A----- +
--------- >| Bl------------------eiieiee---------> t0 Al gDropperl
| g +
| X+
L + | L + L +
Classifierl] | | Al-------me - - - >l A |
(BA) | +>] | | |--> to AlgDrop2
| | Bl--+ +----- + +->| B |
| fooek | ||
| Meter2  +-> | -+ Mux1
| | |
| +----- +
| Mar ker 1
e PP > to Al gDropper3
Figure 6: An Exanple Traffic Conditioning Block (Part 1)

Conf orm ng DSCP 001001 packets from Meterl are passed directly to

Queuel: there is no way,
Schedul er to match the netering,
dept h of Queuel,
point. Packets marked for
tail-dropper, Al gDropperl, which
foll owi ng queue, Queue2: packets
di scarded. This is likely to be

obviously not sticking to its agreed profile.
DSCP 001101 stream (sone may have been re-narked by

fromthe original

this stage) are passed to Al gDropper2 and Queue3.
DSCPs are passed to Al gDropper3 which is a RED-li ke
based on feedback of the current depth of

all other
Al gorithm c Dropper:
Queued, this dropper is supposed

wi th configuration of the follow ng

for these packets to overflow the

so there is no requirenent for dropping at this
DSCP 001100 nust be passed through a

serves to limt the depth of the

that arrive to a full queue will be
an error case: the custoner is
Simlarly, all packets

Packets marked for

to di scard enough packets fromits

i nput streamto keep the queue depth under control.
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These four Queue elenents are then serviced by a Schedul er el enent
Schedul erl: this nust be configured to give each of its inputs an

appropriate priority and/or bandwi dth share. Inputs A and C are
gi ven guar ant ees of bandwi dth, as appropriate for the contracted
profiles. Input Bis given alimt on the bandwidth it can use

(i.e., a non-work-conserving discipline) in order to achieve the
desired shaping of this stream Input Dis given no linits or
guarantees but a |lower priority than the other queues, appropriate
for its best-effort status. Traffic then exits the Scheduler in a
single orderly stream

The interconnections of the TCB elenents illustrated in Figures 6 and
7 can be represented textually as foll ows:

TCB1:
Cl assifierl:
FilterA Meterl
FilterB: Dr opper 1
FilterC Met er 2
Def aul t: Dr opper 3
fromMeterl +----- +
------------------------------- >| [----+
| | |
L + |
Queuel |
| +-- - +
fromdassifierl +----- + +----- + + > A |
---------------- >| [------->] |------>B [------->
| | | | +--->C | exiting
R + R + | +>|D | traffic
Al gDr opper 1 Queue2 | | +----- +
| | Schedulerl
from Mux1 +----- + +----- + | |
---------------- >| |------->| | --+ |
| | | | |
L + L + |
Al gDr opper 2 Queue3 |
|
fromdassifierl +----- + +o-- - + |
---------------- >| [------->] [----+
| | | |
R + R +

Al gDr opper 3 Queued

Figure 7: An Exanple Traffic Conditioning Bl ock (Part 2)
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Ber net ,

Meter1:

Type:
Profile:

Conf or mi ngQut put :
NonConf or mi ngQut put :

Count er 1:
Cut put :

Met er 2:

Type:
Profile:

Conf or m ngQut put :
NonConf or ni ngQut put :

Mar ker 1:
Type:
Mar k:
CQut put :

Mux1:
Cut put :

Al gDr opper 1:

Type:

Di sci pli ne:

Tri gger:
Cut put :

Al gDr opper 2:

Type:

Di sci pli ne:

Tri gger:
Cut put :

Al gDr opper 3:

Type:

Di sci pli ne:

Tri gger:
Cut put :

M nThr esh:
MaxThr esh:

et.

<ot her

al .
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Aver ageRat e
Profiled
Queuel
Counterl

Absol ut eDr opper 1

Aver ageRat e
Profile3
Mux1. | nput A
Mar ker 1

DSCPMar ker
001000
Mux1. | nput B

Dr opper 2

Al gorit hm cDr opper

Dr op-on-t hreshol d
Queue?2. Depth > 10kbyte
Queue?2

Al gorit hm cDr opper

Dr op-on-t hreshol d
Queue3. Depth > 20kbyte
Queue3d

Al gorit hm cDr opper
RED93

I nt er nal

Queue3d

Queue3. Depth > 20 kbyte
Queue3. Depth > 40 kbyte

RED parns too>

I nf or mat i onal
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Queuel:
Type: FI FO
Qut put : Schedul er 1. I nput A
Queue2:
Type: FI FO
Qut put : Schedul er 1. | nput B
Queue3:
Type: FI FO
CQut put : Schedul er 1. 1 nput C
Queued:
Type: FI FO
Qut put : Schedul er 1. I nput D
Schedul er 1
Type: Schedul er 41 nput
I nput A:
MaxRat eProfi |l e: none
M nRat eProfil e: Profil ed
Priority: 20
| nput B:
MaxRat eProfi | e: Profil eb
M nRat eProfi | e: none
Priority: 40
I nput C
MaxRat eProfil e: none
M nRat eProfil e: Profil e3
Priority: 20
I nput Dt
MaxRat eProfi |l e: none
M nRat eProfil e: none
Priority: 10

The TCB descri bed above can be installed on an ingress interface to
i mpl emrent a provider/customer TCS if the interface is dedicated to

t he custoner. However ,

mul ti pl e custoners,

not suffice,

if asingle interface is shared between

then the TCB above wl | since it

does not differentiate anong traffic fromdifferent custoners. |Its

classification stage uses only BA classifiers.

The configuration is readily nodified to support the case of nultiple
customers per interface, as follows. First, a TCB is defined for
each custoner to reflect the TCS with that custoner: TCB1l, defined
above is the TCB for custoner 1. Simlar elenents are created for
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TCB2 and for TCB3 which reflect the agreenents with custoners 2 and 3

respectively.
and paraneters.

Fi nal |y,

traffic fromthe three different custoners.

TCB4, which is illustrated in Figure 8.

A representation of this nulti-customer TCB mi ght be:

and the filters,
be defined as foll ows:

Bernet, et. al.

TCB4:

Cl assifier4:

Filterl: to TCB1

Filter2: to TCB2

Filter3: to TCB3

No Match: Absol ut eDr opper 4

Absol ut eDr opper 4:

Type: Absol ut eDr opper

TCBL:
(as defined above)

TCB2:
(simlar to TCBl, perhaps with different
el ements or nuneric paraneters)

TCB3:
(simlar to TCBl, perhaps with different
el ements or nuneric paraneters)

based on each custoner’s source MAC address

Filterl:
submtted +----- +
traffic | Al-------- > TCB1
--------- >| B|--------> TCB2
| g-------- > TCB3
| X ------ + L +
S e + +- - >| |

Absol ut eDr op4

Figure 8: An Exanple of a Miulti-Custoner TCB

I nf or mat i onal

These 3 TCBs nmay or may not contain simlar elenments

a classifier is added to the front end to separate the
This forms a new TCB,

, could
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Type: MacAddr ess

Sr cVal ue: 01- 02- 03- 04- 05-06 (source MAC address of custoner 1)

Sr cMask: FF- FF- FF- FF- FF- FF

Dest Val ue: 00- 00- 00- 00- 00- 00

Dest Mask: 00- 00- 00- 00- 00- 00

Filter2:

(simlar to Filterl but with customer 2’'s source MAC address as
Sr cVal ue)

Filter3:

(simlar to Filterl but with custonmer 3's source MAC address as
SrcVal ue)

In this exanple, Classifierd4 separates traffic subnitted from

di fferent custoners based on the source MAC address in submitted
packets. Those packets with recogni zed source MAC addresses are
passed to the TCB inplenenting the TCS with the correspondi ng
custoner. Those packets with unrecogni zed source MAC addresses are
passed to a dropper.

TCB4 has a C assifier stage and an Action el enent stage perforn ng
dropping of all unmatched traffic.

8.4. TCBs Supporting M crofl ow based Services

The TCB illustrated above describes a configuration that m ght be
suitable for enforcing a SLS at a router’s ingress. |t assunes that
the custonmer marks its own traffic for the appropriate service |evel
It then limts the rate of aggregate traffic submtted at each
service level, thereby protecting the resources of the Diffserv
network. 1t does not provide any isolation between the custoner’s

i ndi vi dual i crofl ows.

A nore conpl ex exanple mght be a TCB configuration that offers
additional functionality to the custoner. It recognizes individua
custoner mcrofl ows and marks each one i ndependently. It also

i sol ates the custoner’s individual microflows fromeach other in
order to prevent a single microflow fromseizing an unfair share of
the resources available to the custoner at a certain service |evel
This is illustrated in Figure 9.

Suppose that the custoner has an SLS which specifies 2 service
levels, to be identified to the provider by DSCP A and DSCP B
Traffic is first directed to a M- classifier which classifies traffic
based on miscell aneous classification criteria, to a granularity
sufficient to identify individual customer mcroflows. Each

m crofl ow can then be marked for a specific DSCP The netering
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elenments linmt the contribution of each of the custoner’s mcroflows
to the service level for which it was marked. Packets exceeding the
allowable linit for the mcroflow are dropped.

L + L +
Classifierl | | | [------------- - +
(V) N A R N B
T B | | ---->] |
| A------ +o-o - + +o-o - + oo - + |
-->| Bl----- + Markerl Meterl Absol ute |
| g+ | Dropperl | — 4----- +
| X -+ 1 | L + L + +-> A |
e N | |- >B  |--->
| ]+ | -->] #-----+ +-->C | to TCB2
|1 | | ---->] R
| | +----- + +----- + +----- + | Mux1
| | Mar ker 2 Met er 2 Absol ute |
| | Dropper2 |
| | S e + S e + |
L1 | EEEEEEEEEEEEEES +
| 1--->] | -->] | SRR
| | | | ---->] |
| L + L + L +
| Mar ker 3 Met er 3 Absol ut e
| Dr opper 3

Figure 9: An Exanple of a Marking and Traffic Isolation TCB

This TCB could be formally specified as foll ows:

TCB1:

Classifierl: (M)

FilterA Mar ker 1
FilterB: Mar ker 2
FilterC Mar ker 3
etc.

Mar ker 1:

Cut put : Meterl
Mar ker 2:

CQut put : Met er 2
Mar ker 3:

Cut put : Meter 3
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Meter 1:
Conf or mi ngQut put :

NonConf or mi ngQut put :

Met er 2:
Conf or m ngQut put :

NonConf or mi ngQut put :

Met er 3:
Conf or mi ngQut put :

NonConf or m ngQut put :

etc.

Mux1:
Cut put :

D ffserv I nformal Managenent Mbdel

Mux1. | nput A
Absol ut eDr opper 1

Mux1. | nput B
Absol