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Abstract

For scalability purposes, nultiple data |inks can be conbined to form
a single traffic engineering (TE) link. Furthernore, the nmanagenent
of TElinks is not restricted to in-band nmessagi ng, but instead can
be done using out-of-band techniques. This docunment specifies a link
managenent protocol (LMP) that runs between a pair of nodes and is
used to manage TE links. Specifically, LMP will be used to maintain
control channel connectivity, verify the physical connectivity of the
data links, correlate the link property information, suppress
downstream al arns, and |l ocalize link failures for
protection/restoration purposes in multiple kinds of networks.
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1

I ntroduction

Net wor ks are bei ng devel oped with routers, sw tches, crossconnects,
dense wavel ength division multiplexed (DAWDM systens, and add-drop
mul ti pl exors (ADMs) that use a common control plane, e.g.
Ceneralized MPLS (GWLS), to dynanically allocate resources and to
provi de network survivability using protection and restoration
techni ques. A pair of nodes may have thousands of interconnects,
where each interconnect may consist of nultiple data Iinks when
multiplexing (e.g., Frane Relay DLCls at Layer 2, tine division

mul ti plexed (TDM slots or wavel ength division nultiplexed (VWM
wavel engt hs at Layer 1) is used. For scalability purposes, nultiple
data links may be conbined into a single traffic-engineering (TE)
l'ink.

To enabl e communi cati on between nodes for routing, signaling, and

I i nk managenent, there nust be a pair of IP interfaces that are
mutual Iy reachable. W call such a pair of interfaces a contro
channel. Note that "nutually reachable" does not inply that these
two interfaces are (directly) connected by an IP link; there nay be
an | P network between the two. Furthernore, the interface over which
the control messages are sent/received may not be the sane interface
over which the data flows. This docunent specifies a |ink managenent
protocol (LMP) that runs between a pair of nodes and is used to
manage TE |inks and verify reachability of the control channel. For
t he purposes of this document, such nodes are considered "LM

nei ghbors" or sinply "nei ghboring nodes"”

In GWLS, the control channels between two adjacent nodes are no

| onger required to use the sane physical nediumas the data |inks
bet ween those nodes. For exanple, a control channel could use a
separate virtual circuit, wavelength, fiber, Ethernet link, an IP
tunnel routed over a separate managenent network, or a nulti-hop IP
networ k. A consequence of allow ng the control channel (s) between
two nodes to be logically or physically diverse fromthe associ ated
data links is that the health of a control channel does not
necessarily correlate to the health of the data links, and vice-
versa. Therefore, a clean separation between the fate of the contro
channel and data links nust be nmade. New nechani sns nust be

devel oped to nmanage the data links, both in ternms of |ink

provi sioning and fault nmanagemnent.

Anong t he tasks that LMP acconplishes is checking that the grouping
of links into TE links, as well as the properties of those links, are
the sane at both end points of the links -- this is called "link
property correlation". Al so, LMP can comunicate these |ink
properties to the |1 GP nodul e, which can then announce themto other
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nodes in the network. LMP can also tell the signaling nodule the
mappi ng between TE links and control channels. Thus, LMP performs a
val uabl e "glue" function in the control plane.

Note that while the existence of the control network (single or

nmul ti-hop) is necessary for enabling conmunication, it is by no neans
sufficient. For exanple, if the two interfaces are separated by an

I P network, faults in the IP network may result in the lack of an IP
path fromone interface to another, and therefore an interruption of
communi cati on between the two interfaces. On the other hand, not
every failure in the control network affects a given control channel
hence the need for establishing and nanagi ng control channels.

For the purposes of this docunent, a data |link may be considered by
each node that it terminates on as either a 'port’ or a 'conponent
Iink’, depending on the multiplexing capability of the endpoint on
that |ink; conponent |inks are multiplex capable, whereas ports are
not nultiplex capable. This distinction is inportant since the
managenent of such links (including, for exanple, resource

al |l ocation, |abel assignment, and their physical verification) is

di fferent based on their nultiplexing capability. For exanple, a
Frame Relay switch is able to denmultiplex an interface into virtua
circuits based on DLCls; simlarly, a SONET crossconnect with OC 192
interfaces nay be able to denultiplex the OC192 streaminto four
OC-48 streans. |If nultiple interfaces are grouped together into a
single TE link using link bundling [RFC4201], then the link resources
must be identified using three levels: Link_Id, conmponent interface
Id, and | abel identifying virtual circuit, timeslot, etc. Resource
al | ocati on happens at the | owest |evel (labels), but physica

connectivity happens at the conponent |ink |evel. As another
exanpl e, consider the case where an optical switch (e.g., PXQ
transparently switches OC 192 lightpaths. |If nultiple interfaces are

once again grouped together into a single TE link, then |ink bundling
[ RFC4201] is not required and only two levels of identification are
required: Link_Id and Port_Id. 1In this case, both resource

al | ocati on and physical connectivity happen at the | owest |eve

(i.e., port level).

To ensure interworking between data links with different nultiplexing
capabilities, LMP-capabl e devices SHOULD al |l ow sub-channels of a
component link to be locally configured as (logical) data links. For
exanple, if a Router with 4 OC-48 interfaces is connected through a
4:1 MIX to a cross-connect with OC 192 interfaces, the cross-connect
shoul d be able to configure each sub-channel (e.g., STS-48c SPE if
the 4:1 MUX is a SONET MUX) as a data |ink
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LMP is designed to support aggregation of one or nore data links into
a TElink (either ports into TE links, or conmponent links into TE
links). The purpose of forming a TElink is to group/map the

i nformati on about certain physical resources (and their properties)
into the information that is used by Constrained SPF for the purpose
of path conputation, and by GWLS si gnal i ng.

1.1. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The reader is assuned to be fanmiliar with the termnology in
[ RFC3471], [RFC4202], and [ RFC4201].

Bundl ed Li nk:

As defined in [RFC4201], a bundled Iink is a TE Iink such that,
for the purpose of GWLS signaling, a conbination of <link
identifier, label> is not sufficient to unanmbiguously identify the
appropriate resources used by an LSP. A bundled Iink is conposed
of two or nore conponent |inks.

Control Channel

A control channel is a pair of nmutually reachable interfaces that
are used to enabl e comunicati on between nodes for routing,
signaling, and |Iink managenent.

Component Li nk:
As defined in [ RFC4201], a conponent link is a subset of resources
of a TE Link such that (a) the partition is mnimal, and (b)
wi thin each subset a label is sufficient to unanbi guously identify
t he appropriate resources used by an LSP

Dat a Li nk:
A data link is a pair of interfaces that are used to transfer user
data. Note that in GWLS, the control channel (s) between two
adj acent nodes are no longer required to use the sane physica
medi um as the data |inks between those nodes.

Li nk Property Correlation

This is a procedure to correlate the |ocal and renote properties
of a TE link.
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Mul tiplex Capability:

The ability to nmultiplex/denmultiplex a data streaminto sub-rate
streams for sw tching purposes.

Node | d:

For a node running OSPF, the LMP Node_ld is the same as the
address contained in the OSPF Router Address TLV. For a node
running 1S-1S and advertising the TE Router ID TLV, the Node_Id is
the sane as the advertised Router |D

Port :
An interface that ternm nates a data |ink.
TE Li nk:

As defined in [RFC4202], a TE link is a logical construct that
represents a way to group/ map the informati on about certain
physi cal resources (and their properties) that interconnect LSRs
into the information that is used by Constrained SPF for the

pur pose of path conputation, and by GWLS signaling.

Transparent:

A device is called X-transparent if it forwards incoming signals
frominput to output w thout exam ning or nodifying the X aspect
of the signal. For example, a Frane Relay switch is network-|ayer
transparent; an all-optical switch is electrically transparent.

2. LMP Overvi ew

The two core procedures of LMP are control channel managenent and
link property correlation. Control channel nmanagenment is used to
establish and maintain control channels between adjacent nodes. This
is done using a Config nessage exchange and a fast keep-alive
nmechani sm bet ween the nodes. The latter is required if |ower-1|eve
nmechani sns are not available to detect control channel failures.

Li nk property correlation is used to synchronize the TE |ink
properties and verify the TE |link configuration

LMP requires that a pair of nodes have at |east one active bi-
directional control channel between them Each direction of the
control channel is identified by a Control Channel Id (CC.Id), and
the two directions are coupled together using the LMP Config nessage
exchange. Except for Test nessages, which nmay be limted by the
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transport nechani smfor in-band nessaging, all LMP packets are run
over UDP with an LMP port nunber. The link |Ievel encoding of the
control channel is outside the scope of this docunent.

An "LMP adj acency" is formed between two nodes when at | east one bi -
directional control channel is established between them Miltiple
control channels nay be active sinultaneously for each adjacency;
control channel paraneters, however, MJST be individually negotiated

for each control channel. |If the LMP fast keep-alive is used over a
control channel, LMP Hello nessages MJST be exchanged over the
control channel. Oher LMP nmessages MAY be transmitted over any of

the active control channels between a pair of adjacent nodes. One or
nore active control channels may be grouped into a |logical contro
channel for signaling, routing, and link property correlation

pur poses.

The link property correlation function of LMP is designed to
aggregate nultiple data links (ports or conponent links) into a TE
link and to synchronize the properties of the TE link. As part of
the link property correlation function, a LinkSumuary nmessage
exchange is defined. The LinkSummary nessage includes the |ocal and
renote Link Ids, a list of all data Iinks that conprise the TE |ink
and various link properties. A LinkSunmaryAck or LinkSummaryNack
message MJST be sent in response to the receipt of a LinkSumary
message i ndicating agreenent or disagreenent on the |ink properties.

LMP nessages are transnitted reliably using Message |ds and

retransm ssions. Message Ids are carried in MESSAGE | D objects. No
nore than one MESSACE | D object may be included in an LMP nessage.
For control -channel -speci fic nessages, the Message Id is within the
scope of the control channel over which the nessage is sent. For
TE-1ink-specific nmessages, the Message Id is within the scope of the
LMP adj acency. The value of the Message_ld is nonotonically

i ncreasi ng and wraps when the maxi mum val ue i s reached.

In this docunment, two additional LMP procedures are defined: |ink
connectivity verification and fault management. These procedures are
particularly useful when the control channels are physically diverse
fromthe data Iinks. Link connectivity verification is used for data
pl ane di scovery, Interface_ld exchange (Interface_lds are used in
GWPLS signaling, either as port |abels or component link identifiers,
dependi ng on the configuration), and physical connectivity
verification. This is done by sending Test nessages over the data
Iinks and Test Status nmessages back over the control channel. Note
that the Test nessage is the only LMP nessage that mnust be
transmitted over the data link. The Channel Status nmessage exchange

i s used between adjacent nodes for both the suppression of downstream
alarns and the localization of faults for protection and restoration.
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For LMP |link connectivity verification, the Test nessage is
transmitted over the data Iinks. For X-transparent devices, this
requi res exam ning and nodi fying the X aspect of the signal. The LMP
link connectivity verification procedure is coordinated using a
Begi nVerify nmessage exchange over a control channel. To support
various aspects of transparency, a Verify Transport Mechanismis

i ncluded in the BeginVerify and Begi nVerifyAck nmessages. Note that
there is no requirenent that all data |links nmust |lose their
transparency simultaneously; but, at a minimum it nust be possible
to terminate themone at a tine. There is also no requirenent that
the control channel and TE |ink use the sane physical medi um
however, the control channel MJST be termi nated by the sane two
control elenments that control the TE link. Since the BeginVerify
nmessage exchange coordi nates the Test procedure, it also naturally
coordinates the transition of the data Iinks in and out of the
transparent node

The LMP fault nanagenent procedure is based on a Channel Status
message exchange that uses the foll owi ng nessages: Channel Stat us,
Channel St at usAck, Channel St at usRequest, and Channel St at usResponse.
The Channel Status nmessage is sent unsolicited and is used to notify
an LMP nei ghbor about the status of one or nore data channels of a TE
link. The Channel St at usAck nessage is used to acknow edge recei pt of
t he Channel St at us nessage. The Channel St at usRequest nessage is used
to query an LMP nei ghbor for the status of one or nore data channels
of a TE Link. The Channel St at usResponse nessage is used to

acknow edge recei pt of the Channel StatusRequest nessage and indicate
the states of the queried data |inks.

3. Control Channel Managenent

To initiate an LMP adj acency between two nodes, one or nore bi-
directional control channels MJST be activated. The control channels
can be used to exchange control -plane information such as |ink

provi sioning and fault nmanagement information (inplenmented using a
messagi ng protocol such as LMP, proposed in this docunent), path
managenent and | abel distribution information (inplenented using a
signaling protocol such as RSVP-TE [ RFC3209]), and network topol ogy
and state distribution information (inplenented using traffic

engi neeri ng extensions of protocols such as OSPF [ RFC3630] and IS-1S
[ RFC3784]).

For the purposes of LMP, the exact inplenmentation of the contro
channel is not specified; it could be, for exanple, a separate
wavel ength or fiber, an Ethernet link, an |IP tunnel through a
separ at e nanagenent network, or the overhead bytes of a data link
Each node assigns a node-w de, unique, 32-bit, non-zero integer
control channel identifier (CCld). This identifier cones fromthe
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same space as the unnunbered interface Id. Furthernore, LMP packets
are run over UDP with an LMP port nunber. Thus, the link |eve
encodi ng of the control channel is not part of the LMP specification

To establish a control channel, the destination |IP address on the far
end of the control channel nust be known. This knowl edge may be
manual Iy configured or automatically discovered. Note that for in-
band signaling, a control channel could be explicitly configured on a

particular data link. 1In this case, the Config message exchange can
be used to dynamically learn the IP address on the far end of the
control channel. This is done by sending the Config nessage with the

uni cast | P source address and the nulticast |P destination address
(224.0.0.1 or ff02::1). The ConfigAck and Confi gNack nessages MJST
be sent to the source IP address found in the | P header of the
recei ved Config nessage.

Control channel s exist independently of TE links and multiple contro
channel s may be active sinultaneously between a pair of nodes.

I ndi vi dual control channels can be realized in different ways; one

m ght be inplenmented in-fiber while another one may be inpl enmented
out-of-fiber. As such, control channel paranmeters MJST be negoti at ed
over each individual control channel, and LMP Hell o packets MJST be
exchanged over each control channel to nmaintain LMP connectivity if
ot her nechani sns are not available. Since control channels are
electrically termnated at each node, it nay be possible to detect
control channel failures using lower layers (e.g., SONET/ SDH).

There are four LMP nessages that are used to nanage indivi dua

control channels. They are the Config, ConfigAck, ConfigNack, and
Hel | o messages. These nessages MJST be transnmitted on the channel to
which they refer. Al other LMP nessages nay be transnmitted over any
of the active control channels between a pair of LMP adjacent nodes.

In order to maintain an LMP adjacency, it is necessary to have at

| east one active control channel between a pair of adjacent nodes
(recall that multiple control channels can be active sinultaneously
between a pair of nodes). |In the event of a control channel failure,
alternate active control channels can be used and it may be possible
to activate additional control channels as described bel ow

3.1. Parameter Negotiation

Control channel activation begins with a paraneter negotiation
exchange usi ng Config, ConfigAck, and ConfigNack nessages. The
contents of these messages are built using LMP objects, which can be
ei ther negotiable or non-negotiable (identified by the Nbit in the
obj ect header). Negotiable objects can be used to | et LMP peers
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agree on certain values. Non-negotiable objects are used for the
announcenent of specific values that do not need, or do not all ow
negoti ati on.

To activate a control channel, a Config nessage MJST be transnitted
to the renote node, and in response, a ConfigAck nmessage MJUST be
received at the | ocal node. The Config nmessage contains the Loca
Control Channel |Id (CC.ld), the sender’s Node Id, a Message |Id for
reliable messaging, and a CONFI G object. It is possible that both
the I ocal and renote nodes initiate the configuration procedure at
the sane tine. To avoid anbiguities, the node with the higher

Node Id wins the contention; the node with the | ower Node |Id MJST
stop transnmitting the Config nmessage and respond to the Config
message it received. |f the Node |Ids are equal, then one (or both)
nodes have been misconfigured. The nodes MAY continue to retransnit
Config nmessages in hopes that the misconfiguration is corrected.
Note that the problem may be sol ved by an operator changing the
Node | ds on one or both nodes.

The Confi gAck nessage is used to acknow edge receipt of the Config
nmessage and express agreenent on ALL of the configured paraneters
(both negoti abl e and non-negoti abl e).

The ConfigNack nessage is used to acknow edge recei pt of the Config
message, indicate which (if any) non-negoti abl e CONFI G objects are
unacceptable, and to propose alternate values for the negotiable
paraneters

If a node receives a ConfigNack nmessage with acceptable alternate
val ues for negotiable paraneters, the node SHOULD transmit a Config
message using these values for those paraneters.

If a node receives a ConfigNack nmessage with unacceptable alternate
val ues, the node MAY continue to retransnit Config nmessages in hopes
that the misconfiguration is corrected. Note that the problem may be
sol ved by an operator changi ng paraneters on one or both nodes.

In the case where nultiple control channels use the sanme physica
interface, the paraneter negotiation exchange is perfornmed for each
control channel. The various LMP paraneter negotiati on nessages are
associated with their corresponding control channels by their node-
wi de uni que identifiers (CC_Ids).

3.2. Hello Protoco
Once a control channel is activated between two adj acent nodes, the

LMP Hell o protocol can be used to nmaintain control channe
connectivity between the nodes and to detect control channe
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failures. The LMP Hello protocol is intended to be a |ightweight
keep-alive nmechanismthat will react to control channel failures
rapidly so that 1GP Hellos are not |ost and the associated |ink-state
adj acenci es are not renoved unnecessarily.

3.2.1. Hello Paraneter Negotiation

Bef ore sending Hell o nessages, the Hellolnterval and

Hel | oDeadl nt erval paraneters MJST be agreed upon by the |ocal and
renote nodes. These paraneters are exchanged in the Config nmessage
The Hell ol nterval indicates how frequently LMP Hell o nessages wll be
sent, and is neasured in nilliseconds (ns). For exanple, if the

val ue were 150, then the transnitting node would send the Hello
message at |east every 150 ms. The Hel | oDeadl nterval indicates how
long a device should wait to receive a Hell o nessage before declaring
a control channel dead, and is nmeasured in nilliseconds (mns).

The Hel | oDeadl nterval MJST be greater than the Hellolnterval, and
SHOULD be at least 3 tines the value of Hellolnterval. |f the fast
keep-alive nmechanismof LMP is not used, the Hellolnterval and

Hel | oDeadl nt erval paranmeters MJST be set to zero

The values for the Hellolnterval and Hel | oDeadl nterval should be
selected carefully to provide rapid response tine to control channe
failures w thout causing congestion. As such, different values wll
likely be configured for different control channel inplenentations.
When the control channel is inplenmented over a directly connected
link, the suggested default values for the Hellolnterval is 150 ns
and for the Hell oDeadl nterval is 500 ns.

When a node has either sent or received a ConfigAck nessage, it nmay
begin sending Hell o nessages. Once it has sent a Hello nessage and
received a valid Hello nessage (i.e., with expected sequence nunbers;
see Section 3.2.2), the control channel noves to the up state. (It
is also possible to nove to the up state without sending Hellos if

ot her nethods are used to indicate bi-directional control-channe
connectivity. For exanple, indication of bi-directional connectivity
may be | earned fromthe transport layer.) |[If, however, a node

recei ves a ConfigNack nmessage i nstead of a Confi gAck nessage, the
node MJST not send Hell o nessages and the control channel SHOULD NOT
nmove to the up state. See Section 11.1 for the conplete contro
channel FSM
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3.2.2. Fast Keep-alive

Each Hell o nessage contai ns two sequence nunbers: the first sequence
nunber (TxSeqNun) is the sequence nunber for the Hell o message being
sent and the second sequence nunber (RcvSeqNun) is the sequence
nunber of the last Hello nessage received fromthe adjacent node over
this control channel

There are two speci al sequence nunbers. TxSeqNum MUST NOT ever be O.
TxSegNum = 1 is used to indicate that the sender has just started or
has restarted and has no recollection of the last TxSeqNum t hat was
sent. Thus, the first Hello sent has a TxSegNum of 1 and an RxSegNum
of 0. Wen TxSeqNum reaches (2732)-1, the next sequence nunber used
is 2, not 0 or 1, as these have special neanings.

Under normal operation, the difference between the RcvSegNumin a
Hel | o message that is received and the | ocal TxSeqNum that is
generated will be at nost 1. This difference can be nore than one
only when a control channel restarts or when the val ues wrap.

Since the 32-bit sequence nunbers rmay wrap, the followi ng expression
may be used to test if a newy received TxSeqNum value is less than a
previously received val ue:

If ((int) old.id - (int) new.id > 0) {
New value is | ess than old val ue;
}

Havi ng sequence nunbers in the Hell o nessages all ows each node to
verify that its peer is receiving its Hello nessages. By including
the RcvSegNumin Hell o packets, the local node will know which Hello
packets the renote node has received.

The followi ng exanple illustrates how t he sequence nunbers operate.
Note that only the operation at one node is shown, and alternative
scenari os are possible:

1) After conpleting the configuration stage, Node A sends Hello
nmessages to Node B with {TxSegqNum=1l; RcvSeqNum=0} .

2) Node A receives a Hello from Node B with {TxSegNum=1; RcvSeqNun=1}.
When the Hellolnterval expires on Node A it sends Hellos to Node
B with {TxSeqNun¥2; RcvSeqNunm=1}.

3) Node A receives a Hello from Node B with {TxSeqNum=2; RcvSeqNum=2} .

When the Hellolnterval expires on Node A it sends Hellos to Node
B with {TxSeqNunm=3; RcvSegNum=2} .
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3.2.3. Control Channel Down

To allow bringing a control channel down gracefully for

adm ni stration purposes, a Control Channel Down flag is available in

t he Conmon Header of LMP packets. When data |links are still in use
between a pair of nodes, a control channel SHOULD only be taken down
adm ni stratively when there are other active control channels that
can be used to manage the data |inks.

When bringing a control channel down administratively, a node MJST
set the Control Channel Down flag in all LMP nessages sent over the
control channel. The node that initiated the control channel down
procedure nay stop sending Hell o nessages after Hell oDeadl nterva
seconds have passed, or if it receives an LMP nessage over the same
control channel w th the Control Channel Down fl ag set.

When a node receives an LMP packet with the Control Channel Down fl ag
set, it SHOULD send a Hell o nessage with the Control Channel Down fl ag
set and nove the control channel to the down state.

3.2.4. Degraded State

A consequence of allow ng the control channels to be physically

di verse fromthe associated data links is that there may not be any
active control channels available while the data links are still in
use. For nany applications, it is unacceptable to tear down a |link
that is carrying user traffic sinply because the control channel is
no | onger avail able; however, the traffic that is using the data
links may no | onger be guaranteed the sane |evel of service. Hence,
the TElink is in a Degraded state.

Wien a TE link is in the Degraded state, routing and signaling SHOULD
be notified so that new connections are not accepted and the TE |ink
is advertised with no unreserved resources.

4. Link Property Correlation

As part of LMP, a link property correl ation exchange is defined for
TE links using the LinkSunmary, LinkSunmaryAck, and Li nkSummaryNack
messages. The contents of these nessages are built using LMP

obj ects, which can be either negotiable or non-negotiable (identified
by the Nflag in the object header). Negotiable objects can be used
to let both sides agree on certain |ink paraneters. Non-negotiable
obj ects are used for announcenent of specific values that do not

need, or do not allow, negotiation
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Each TE |link has an identifier (Link Id) that is assigned at each end
of the Iink. These identifiers MJST be the sane type (i.e, |Pv4,

| Pv6, unnunbered) at both ends. |f a LinkSummary nessage is received
with different local and remote TE link types, then a LinkSummaryNack
message MJST be sent with Error Code "Bad TE Link Object”.

Simlarly, each data link is assigned an identifier (Interface_Id) at
each end. These identifiers MJST al so be the sane type at both ends.
If a LinkSummary nmessage is received with different |ocal and renote
Interface_ld types, then a LinkSunmaryNack nmessage MJUST be sent with
Error Code "Bad Data Link Object".

Li nk property correlati on SHOULD be done before the link is brought
up and MAY be done any tine a link is up and not in the Verification
process.

The LinkSummary nessage is used to verify for consistency the TE and
data link information on both sides. Link Summary nessages are al so
used (1) to aggregate multiple data |inks (either ports or conponent
links) into a TElink; (2) to exchange, correlate (to determ ne

i nconsi stenci es), or change TE |ink paraneters; and (3) to exchange,
correlate (to determ ne inconsistencies), or change Interface_lds
(either Port_lds or conmponent link identifiers).

The Li nkSummary nessage includes a TE LI NK object followed by one or
nore DATA LINK objects. The TE LINK object identifies the TE link's
|l ocal and renote Link |Id and indicates support for fault nanagenent
and link verification procedures for that TE link. The DATA LINK
objects are used to characterize the data |links that conprise the TE
link. These objects include the |ocal and renote Interface_lds, and
may i nclude one or nore sub-objects further describing the properties
of the data |inks.

I f the LinkSunmary nmessage is received froma renote node, and the
Interface_Id mappings match those that are stored locally, then the
two nodes have agreement on the Verification procedure (see Section
5) and data link identification configuration. |If the verification
procedure is not used, the LinkSummary nessage can be used to verify
agreenment on manual configuration.

The Li nkSummar yAck nessage is used to signal agreenent on the
Interface_Id mappings and |link property definitions. Qherw se, a
Li nkSummar yNack nessage MUST be transnitted, indicating which
Interface mappi ngs are not correct and/or which link properties are
not accepted. |If a LinkSummaryNack nessage indicates that the
Interface_|Id nappings are not correct and the link verification
procedure is enabled, the Iink verification process SHOULD be
repeated for all msmatched, free data links; if an allocated data
link has a mapping msmatch, it SHOULD be flagged and verified when
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it becones free. |If a LinkSummaryNack nessage includes negotiable
paraneters, then acceptable values for those paraneters MJST be
included. If a LinkSummaryNack nessage is received and incl udes

negoti abl e paraneters, then the initiator of the LinkSummary nmessage
SHOULD send a new Li nkSummary nessage. The new Li nkSunmary message
SHOULD i ncl ude new val ues for the negotiable paraneters. These

val ues SHOULD take into account the acceptable values received in the
Li nkSummar yNack nessage.

It is possible that the LinkSummary nessage could grow quite |arge
due to the nunber of DATA LINK objects. An LMP inplenentation SHOULD
be able to fragnent when transmitting LMP nessages, and MJUST be able
to re-assenble | P fragnents when receiving LMP nessages

5. Verifying Link Connectivity

In this section, an optional procedure is described that may be used
to verify the physical connectivity of the data |inks and dynamically
learn (i.e., discover) the TE link and Interface_ |Id associations.

The procedure SHOULD be done when establishing a TE |ink, and
subsequently, on a periodic basis for all unallocated (free) data
links of the TE link

Support for this procedure is indicated by setting the "Link
Verification Supported” flag in the TE LINK object of the LinkSunmary
nessage

If a BeginVerify nmessage is received and link verification is not
supported for the TE link, then a Begi nVerifyNack message MJST be
transmitted with Error Code indicating, "Link Verification Procedure
not supported for this TE Link."

A uni que characteristic of transparent devices is that the data is
not nodified or exam ned during normal operation. This
characteristic poses a challenge for validating the connectivity of
the data |inks and establishing the | abel mappings. Therefore, to
ensure proper verification of data |ink connectivity, it is required
that, until the data links are allocated for user traffic, they nust
be opaque (i.e., lose their transparency). To support various
degrees of opaqueness (e.g., exam ning overhead bytes, termnating
the I P payload, etc.) and, hence, different mechanisns to transport
the Test nessages, a Verify Transport Mechanismfield is included in
the Begi nVerify and Begi nVerifyAck nmessages.

There is no requirement that all data |inks be terninated

simul taneously; but, at a mininum the data |inks MJST be able to be
termnated one at a tinme. Furthernore, for the Iink verification
procedure it is assuned that the nodal architecture is designed so
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that nmessages can be sent and received over any data link. Note that
this requirement is trivial for opaque devices since each data |ink
is electrically termnminated and processed before being forwarded to

t he next opaque device; but that in transparent devices this is an
addi ti onal requiremnent.

To interconnect two nodes, a TE link is defined between them and at
a mninmum there MIST be at | east one active control channel between
the nodes. For link verification, a TE |link MJST include at | east
one data |ink.

Once a control channel has been established between the two nodes,
data link connectivity can be verified by exchangi ng Test nessages
over each of the data links specified in the TElink. It should be
noted that all LMP nessages except the Test nessage are exchanged
over the control channels and that Hell o nmessages continue to be
exchanged over each control channel during the data link verification
process. The Test nessage is sent over the data link that is being
verified. Data links are tested in the transmt direction because
they are unidirectional; therefore, it may be possible for both nodes
to (i ndependently) exchange the Test nessages sinultaneously.

To initiate the link verification procedure, the |local node MIST send

a Begi nVerify nessage over a control channel. To lint the scope of
Link Verification to a particular TE Link, the local Link_Id MJST be
non-zero. |If this field is zero, the data links can span multiple TE

links and/or they may conprise a TE link that is yet to be
configured. For the case where the local Link_|Id field is zero, the
"Verify all Links" flag of the BEG N _VERI FY object is used to

di stingui sh between data |inks that span nultiple TE |links and those
that have not yet been assigned to a TE |ink. Specifically,
verification of data links that span nultiple TE links is indicated
by setting the local Link_Id field to zero and setting the "Verify
all Links" flag. Verification of data links that have not yet been
assigned to a TE link is indicated by setting the local Link_Id field
to zero and clearing the "Verify all Links" flag.

The BeginVerify message al so contains the nunber of data |inks that
are to be verified; the interval (called Verifylnterval) at which the
Test messages will be sent; the encodi ng schene and transport
mechani sms that are supported; the data rate for Test nessages; and,
when the data links correspond to fibers, the wavel ength identifier
over which the Test nessages will be transmtted.

If the renote node receives a BeginVerify nessage and it is ready to
process Test nessages, it MJST send a BeginVerifyAck message back to
the | ocal node specifying the desired transport mechani smfor the
TEST nessages. The renote node includes a 32-bit, node-unique
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Verify Id in the Begi nVerifyAck nessage. The Verify Id MAY be
random y sel ected; however, it MJST NOT overlap any other Verify_ld
currently being used by the node selecting it. The Verify_Id is then
used in all corresponding verification nmessages to differentiate them
fromdifferent LMP peers and/or parallel Test procedures. Wen the

| ocal node receives a BeginVerifyAck nessage fromthe renote node, it
may begin testing the data links by transmtting periodic Test
nmessages over each data link. The Test message includes the
Verify Id and the local Interface_Id for the associated data |ink

The renote node MIUST send either a Test StatusSuccess or a

Test St at usFai | ure nmessage in response for each data link. A
Test St at usAck nessage MJST be sent to confirmreceipt of the

Test St at usSuccess and Test St atusFai l ure nessages. Unacknow edged
Test St at usSuccess and Test 